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Abstract
The assessment of explainability in Legal Judgement Prediction (LJP) systems is of paramount importance in
building trustworthy and transparent systems, particularly considering the reliance of these systems on factors that
may lack legal relevance or involve sensitive attributes. This study delves into the realm of explainability and fairness
in LJP models, utilizing Swiss Judgement Prediction (SJP), the only available multilingual LJP dataset. We curate a
comprehensive collection of rationales that ‘support’ and ‘oppose’ judgement from legal experts for 108 cases in
German, French, and Italian. By employing an occlusion-based explainability approach, we evaluate the explainability
performance of state-of-the-art monolingual and multilingual BERT-based LJP models, as well as models developed
with techniques such as data augmentation and cross-lingual transfer, which demonstrated prediction performance
improvement. Notably, our findings reveal that improved prediction performance does not necessarily correspond
to enhanced explainability performance, underscoring the significance of evaluating models from an explainability
perspective. Additionally, we introduce a novel evaluation framework, Lower Court Insertion (LCI), which allows us to
quantify the influence of lower court information on model predictions, exposing current models’ biases.
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1. Introduction

The task of Legal Judgement Prediction involves
analyzing the textual description of case facts to de-
termine various aspects of a case’s outcome, such
as the winning party, violated provisions, and mo-
tion results. It has garnered substantial attention
in the mainstream NLP community (Aletras et al.,
2016; Chalkidis et al., 2019; Malik et al., 2021;
Niklaus et al., 2021; Semo et al., 2022; Santosh
et al., 2023a) and is being considered as a bench-
marking task for evaluating the capabilities of legal
NLP (Chalkidis et al., 2022b; Niklaus et al., 2023a)
and long range models (Condevaux and Harispe,
2022; Niklaus and Giofré, 2022; Chalkidis et al.,
2022a; Hua et al., 2022; Niklaus et al., 2023b).

The process of resolving legal cases encom-
passes evidential reasoning through exchange of
arguments between the litigating parities before
a decision-making body (Santosh et al., 2022).
Earlier methods to deal with outcome predic-
tion task such as IBP (Brüninghaus and Ash-
ley, 2003), SMILE+IBP (Brüninghaus and Ash-
ley, 2005), VJF (Grabmair, 2017) typically involved
identification/extraction of the factors from the tex-
tual description of the facts, then employing a con-
ceptual schema to relate the factors to legal issues
and predicts the outcome by comparing them with
the past cases, thus providing the explanations for
those predictions in terms that are legally intuitive.
However, in the context of modern deep learning-
based solutions, the outcome is determined solely
from the text of the case facts, effectively bypass-

ing the interpretable legal reasoning process. This
poses a significant risk, particularly in high-stakes
domains like law, when utilizing such systems that
rely on factors that may be predictive but lack le-
gal relevance or involve sensitive attributes (e.g.,
the race of an accused person). Such reliance
can lead to unjust and biased outcomes, undermin-
ing the principles of fairness and equal treatment
within the legal system. Hence, such systems need
to be analyzed from an explainability standpoint,
thus making them transparent and thereby enhanc-
ing the trust of legal practitioners and stakeholders
to comprehend the factors and legal principles that
contribute to a particular prediction.

In the line of explainable LJP, Chalkidis et al.
2021 investigated the rationales behind models’
decisions in Legal Judgment Prediction (LJP) for
European Court of Human Rights (ECtHR) cases.
Subsequent studies by Santosh et al. 2022 ex-
tended the above dataset and Malik et al. 2021
created new dataset for Indian Jurisdiction. In con-
trast to these works in English, our study focuses
on assessing the explainability of LJP models
trained on the Swiss-Judgment-Prediction (SJP)
dataset, which is the only available multilingual
LJP dataset. It contains cases from the Federal
Supreme Court of Switzerland (FSCS), written in
three official Swiss languages (German, French,
Italian)1. To this end, we curate a multilingual set
of rationales that ‘support and ‘oppose’ Judgment

1The dataset consists of non-parallel cases, with each
case being unique and decisions being written in a single
language.
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on 108 cases in German, French and Italian collec-
tively. We employ a perturbation-based explainabil-
ity approach, namely Occlusion (Zeiler and Fergus,
2014), wherein we remove the factors from the fact
statements and measure the change in the predic-
tion confidence in comparison to a non-occluded
baseline. This occlusion based method facilitates
to identify the contribution of each factor in arriving
at the final prediction, which also links to the char-
acteristics of earlier factor based formal methods
of LJP which are known for their interpretability.
To enable a fair comparison across methods, we
release four distinct occlusion test sets2. Each
test set involves occluding a different number of
sentences (1, 2, 3, and 4) per experiment. This
comprehensive range of occlusion scenarios al-
lows us to assess the impact of varying levels of
factor removal on the prediction outcomes.

Using the occluded datasets, we assess the ex-
plainability performance of state-of-the-art mod-
els developed for SJP task using both monolin-
gual (Niklaus et al., 2021) and multilingual BERT
(Niklaus et al., 2022) architectures, as well as mod-
els developed with techniques such as data aug-
mentation and cross-lingual transfer (Niklaus et al.,
2022). Our findings highlight the fact that the pre-
diction performance improvement does not trans-
late to explainability improvement.

Furthermore we leverage the peculiar charac-
teristics of the Federal Supreme Court of Switzer-
land (FSCS), which handles only the most con-
tentious cases that lower courts have struggled to
resolve adequately. In their decisions, the FSCS
often focuses on specific portions of previous de-
cisions, scrutinizing potential flaws in the lower
court’s reasoning. This setup offers an interesting
testbed to systematically assess the bias of the
lower court in the final predictions generated by
our models. This approach is reminiscent of re-
cent works (Chalkidis et al., 2022c; Wang et al.,
2021) that have examined the fairness of LJP mod-
els by examining group fairness or disparate im-
pact i.e., performance disparities across various
attributes, such as gender, age, and region. Our
approach, termed Lower Court Insertion (LCI)3,
adopts a counterfactual fairness perspective, un-
like prior studies examining performance dispar-
ities in LJP models. This involves extracting in-
stances of the lower court in each case document
and replacing them with other lower courts to mea-
sure the resulting changes in prediction confidence

2Our Occlusion dataset is available at
https://huggingface.co/datasets/rcds/
occlusion_swiss_judgment_prediction

3Our LCI dataset is available at https:
//huggingface.co/datasets/rcds/lower_
court_insertion_swiss_judgment_
prediction

scores. Remarkably, despite the lower court’s av-
erage length being only 7 words in documents with
an average length of 350 words, it has shown the
potential to flip the prediction label in some cases.

In sum, our main contributions are as follows:

• We release a new dataset of 108 cases from
a trilingual Switzerland Judgment Prediction
corpus with rationales annotated by experts to
assess the explainability of SJP models.

• We evaluate the state-of-the-art models devel-
oped for the SJP task, including monolingual
and multilingual models and models trained
with several techniques, from an explainability
standpoint using the occlusion technique.

• We perform systematic evaluation of lower
court bias embodied in these models using
the LCI technique, allowing us to quantify the
influence of the lower court on the final predic-
tions generated by the models.

2. Related Work

Legal Judgement Prediction: LJP has been
studied under various jurisdictions such as the Eu-
ropean Court of Human Rights (ECtHR) (Chalkidis
et al., 2019; Aletras et al., 2016; Liu and Chen,
2017; Medvedeva et al., 2018, 2021; Santosh et al.,
2022, 2023b,a; Chalkidis et al., 2022b, 2021; Kaur
and Bozic, 2019) Chinese Criminal Courts (Luo
et al., 2017; Yue et al., 2021; Zhong et al., 2020),
US Supreme Court (Katz et al., 2017; Kaufman
et al., 2019), Indian Supreme Court (Malik et al.,
2021; Shaikh et al., 2020) the French Court of
Cassation (Şulea et al., 2017b,a), Brazilian courts
(Lage-Freitas et al., 2022; Bertalan and Ruiz,
2020), the Turkish Constitutional Court (Sert
et al., 2021; Mumcuoğlu et al., 2021) UK courts
(Strickson and De La Iglesia, 2020), German
courts (Waltl et al., 2017), the Philippine Supreme
Court (Virtucio et al., 2018), the Thailand Supreme
Court (Kowsrihawat et al., 2018) and the Federal
Supreme Court of Switzerland (Niklaus et al.,
2021, 2022; Rasiah et al., 2023) – the only publicly
available multi-lingual LJP corpus – which is the
main focus of this work.

Swiss Judgement Prediction (SJP): Niklaus
et al. 2021 evaluate different methods for the LJP
task on the Swiss-Judgment-Prediction (SJP)
dataset. They achieve the best performance using
a hierarchical variant of BERT that overcomes the
token input limitation. Niklaus et al. 2022 further
enhance the performance through cross-lingual
transfer learning, adapter-based fine-tuning and
data augmentation using machine translation. In
contrast to previous works, this study examines

https://huggingface.co/datasets/rcds/occlusion_swiss_judgment_prediction
https://huggingface.co/datasets/rcds/occlusion_swiss_judgment_prediction
https://huggingface.co/datasets/rcds/lower_court_insertion_swiss_judgment_prediction
https://huggingface.co/datasets/rcds/lower_court_insertion_swiss_judgment_prediction
https://huggingface.co/datasets/rcds/lower_court_insertion_swiss_judgment_prediction
https://huggingface.co/datasets/rcds/lower_court_insertion_swiss_judgment_prediction
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the explainability of these models and investigates
if improved prediction performance translates into
improved explainability performance.

Explainability: Explanations in Explainable
Artificial Intelligence (XAI) methods are classified
based on two factors: whether the explanation is
for an individual prediction or the overall prediction
process (local or global), and whether the explana-
tion is derived directly from the prediction process
or requires post-processing (self-explaining
or post-hoc) (Danilevsky et al., 2020). These
methods can be model-agnostic (LIME (Ribeiro
et al., 2016), SHAP (Lundberg and Lee, 2017),
Occlusion (Li et al., 2016; Zeiler and Fergus, 2014),
Anchors (Ribeiro et al., 2018)), applicable to any
model, or model-specific (Integrated Gradients
(Sundararajan et al., 2017), Gradient Saliency, and
Attention-Based Methods), designed for specific
models or architectures. In this study, we use
occlusion, a model-agnostic, local, and post-hoc
explainability technique.

Fairness: Fairness in machine learning has been
defined in different ways to address various types
of discrimination. These definitions include group
fairness, individual fairness, and causality-based
fairness. Group fairness ensures equitable
predictions across demographic subgroups,
avoiding differential treatment based on attributes
such as race, gender, or age (Zafar et al., 2017;
Hardt et al., 2016). Individual fairness focuses
on treating similar individuals similarly, avoiding
arbitrary distinctions based on their characteristics
(Sharifi-Malvajerdi et al., 2019; Yurochkin et al.).
Causality-based fairness considers underlying
causal mechanisms and aims to identify and
mitigate biases caused by confounding variables
or indirect discrimination (Wu et al., 2019; Zhang
and Bareinboim, 2018). In this study, we examine
bias related to the lower court using counterfactual
and causal fairness estimation methods.

Explainability and Fairness in LJP: Early works
in the field of legal judgment prediction, such as
HYPO (Rissland and Ashley, 1987), CATO (Aleven
and Ashley, 1997), IBP (Brüninghaus and Ashley,
2003) and IBP+SMILE (Brüninghaus and Ashley,
2005), relied on symbolic AI techniques to incorpo-
rate domain knowledge and provide interpretable
explanations for the outcomes. However, deep
learning models in LJP have prioritized prediction
performance over explainability. Nevertheless, re-
cent research emphasizes the significance of ex-
plainability in the legal domain for trust and the
right to explanation principle. Efforts have been
made to investigate explainability in LJP. For in-
stance, Chalkidis et al. 2021 introduced the task

of rationale extraction from facts statements and
released a dataset from ECtHR. They used neu-
ral models with regularization constraints to select
rationales using a learned binary mask. Addition-
ally, Santosh et al. 2022 identified distractor words
highly correlated with outcomes but not legally rel-
evant, and proposed an adversarial deconfounding
procedure to align model explanations with those
chosen by legal experts. Xu et al. 2023 analyzed
the token-level alignment with LJP models on the
ECtHR corpus. Similarly, Malik et al. 2021 devel-
oped a dataset of Indian jurisdiction for explainabil-
ity assessment using the occlusion method. In this
work, we curate a dataset from the trilingual Swiss
jurisdiction, and employ the occlusion method to
evaluate models for Swiss Judgment Prediction.

Fair machine learning in the legal domain is a
relatively new field. Studies such as Angwin et al.
2016 identified racial bias in the COMPAS system,
a parole risk assessment tool in the US, where
black individuals were more likely to be mislabeled
as high risk. Another study by Wang et al. 2021
found significant fairness gaps across gender in
LSTM-based models for legal judgment consis-
tency using a dataset of Chinese criminal cases.
Recently, Chalkidis et al. 2022c developed the Fair-
Lex benchmark to facilitate research on bias mitiga-
tion algorithms in the legal domain. It includes four
datasets from different jurisdictions and languages,
covering various sensitive attributes. While previ-
ous works focused on group fairness and quanti-
fying predictions across demographic subgroups,
this study examines a specific variable of lower
court from a counterfactual perspective.

3. Occlusion & LCI Dataset for SJP

The SJP dataset (Niklaus et al., 2021) comprises
85,000 cases from the Federal Supreme Court of
Switzerland (FSCS) spanning the years 2000 to
2020, chronologically split into training (2000-14),
validation (2015-16) and test (2017-20) splits and
are written in three languages: German, French,
and Italian. However, it is important to note that
the dataset is not evenly distributed among these
languages with Italian having a much smaller num-
ber of documents (4K) compared to German (50K)
and French (31k). Additionally, this representation
disparity is also evident across various legal areas
and regions. For more detailed dataset statistics,
please refer to the work of Niklaus et al. 2021.

3.1. Rationale and Lower Court
Annotation

We sample a total of 108 cases from both the vali-
dation and test sets (2015-20). These cases were
equally distributed across the three languages.
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Within each year of the validation and test sets,
we sampled six cases per language, resulting in
two cases per legal area. Specifically, each legal
area in every year contained one case with the
judgment "approved" and one with the judgment
"dismissed." It is worth noting that our annotation
dataset is balanced in terms of final outcomes and
languages, in contrast to the SJP dataset, which
contains a majority of dismissed cases (> 3/4). The
annotations were conducted by a team of three
legal experts, consisting of two law students pursu-
ing their master’s degrees and one lawyer, over a
period of five months. Two legal experts are native
German speakers with intermediate knowledge in
French and basic Italian skills. The third expert is
a native speaker in German and Italian and fluent
in French. The annotation was facilitated using the
Prodigy tool 4.

The annotation task was to highlight sentences
or sub-sentences in the facts section of the judg-
ment that "support" or "oppose" the final outcome
of the case. We have chosen sub-sentences as
the atomic unit for annotation after consulting with
legal experts who expressed that a sentence can
contain two sub-sentences opposing each other
and hence should be annotated with different la-
bels. The annotators had been given access to
the entire case to make their annotation instead
of just the facts section, which is the actual input
for the models dealing with judgment prediction
task. These decisions have been taken to address
two points: (i) Experts opined that sentences/sub-
sentences may have opposing labels depending on
how the court interpreted those facts in its reason-
ing; hence providing them the entire case would
greatly assist them in arriving at explanations lead-
ing to higher inter-annotator agreement (ii) Having
prior knowledge about a specific case allows an
expert to be familiar with its specific legal and fac-
tual details, as well as the court’s opinions on the
matter. As a result, varying levels of prior familiarity
with a case can lead to different interpretations and
perspectives in understanding it. Hence providing
the entire case levels the playing field and elimi-
nates the possibility that some cases are known
to only some experts before, possibly leading to
different annotations.

The experts are instructed to read through the
facts, the considerations, the ruling, and any other
needed legal document (such as relevant legisla-
tion, analyses or case law) to understand the court
case and then annotate the rationale. Unlike the
previous works involving explainability annotations
in LJP (Chalkidis et al., 2021; Santosh et al., 2022;
Malik et al., 2021) which only collect rationales that
help to arrive at the final outcome of the case, we
introduce and collect rationales at fine-grained level

4https://prodi.gy

termed as "Supports Judgement" and "Opposes
Judgment" which holds significance especially in
the task of judgment prediction due to the inherent
nature of legal text of often operating within the
realm of gray areas rather than clear-cut black-and-
white distinctions. Legal cases involve complex
issues, conflicting facts leading to alternative legal
reasoning, dissenting opinions, alternative inter-
pretations of the law and can serve as potential
grounds for challenging the ruling and can serve
as a reference point for legal arguments or con-
siderations. Thus, including the fine granularity of
labels provides an opportunity to assess more nu-
anced understanding of the case by the models,
acknowledging that legal decisions are not always
unanimous and different perspectives may exist
within the legal community.

Additionally, we request annotators to label neu-
tral sentences. This is not a label per se, but covers
sentences not assigned other labels, as this assists
in implementing the occlusion method to partition
the facts section into more coherent sentences
with minimal effort, as segmenting legal text is a
complex task in itself (Read et al., 2012; Savelka
et al., 2017; Brugger et al., 2023).

In addition to sentences and sub-sentences indi-
cating towards outcome explanations, we also ask
annotators to label the lower court mentions in the
fact section as indicated in the rubrum (header in-
cluding identifiers, and listing judges, lawyers and
involved parties) of the ruling.

The annotation task was conducted in two cy-
cles to ensure high quality. The initial cycle in-
volved pilot annotations, highlighting uncertainties
regarding guidelines. As a result, we refined the
guidelines by providing more precise instructions to
address these concerns5. Subsequently, a discus-
sion among the legal experts was held to resolve
any conflicts and consolidate the annotations in
the most effective manner, thereby ensuring the
high quality of the annotations.

3.2. Inter Annotator Agreement

We obtained annotations from three annotators
only for the German subset. Detailed distribution
of labeled tokens per annotator can be found in
Fig. 1. Among the three, Annotator 1 annotated
the least amount of tokens. Annotator 3 annotated
the most comparable to the Annotator 2, espe-
cially when using the Supports Judgment label.
To measure inter-annotator agreement for expla-
nations, we use the machine translation metrics
as suggested by Malik et al. 2021 like ROUGE-
1, ROUGE-2, ROUGE-L (Lin, 2004), BLEU (Pa-
pineni et al., 2002) (unigram and bigram averag-

5Our detailed annotation guidelines and discussions
are available here.

https://prodi.gy
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Figure 1: Mean number of tokens annotated per
label per annotator in German subset

ing), METEOR (Agarwal and Lavie, 2007), Jaccard
Similarity, Overlap Maximum, Overlap Minimum
and BERTScore (Zhang et al., 2019). We report
the inter-annotator agreement scores in the Ger-
man subset for the first round of annotations of
the German dataset in Table 1. These scores are
aggregated over all the labels (supports, opposes
judgment and lower court). Table 1 demonstrates
high agreement across all scores, with values rang-
ing from 0.7 to 0.9. The high BERTScore indicates
strong similarities in non-lexical matches, while
the indication of OVERLAP Minimum suggests
that the annotations frequently overlapped as sub-
sequences. Notably, Experts 2 and 3 exhibit the
highest agreement, which can be attributed to their
larger number of annotated tokens compared to
Expert 1 as observed in Fig. 1. We also notice
that the agreement within the categories "Lower
Court" and "Supports Judgment" is notably high
in comparison to "Opposes Judgment". The ex-
perts confirmed that the higher variance in the "Op-
poses Judgment" label stemmed from the difficulty
in identifying these sentences and resolving these
conflicts constituted a significant effort in landing
with final annotations. Distribution of final number
of tokens obtained per label across language is
visualised in Fig. 2.

3.3. Occlusion and LCI dataset

To evaluate the explainability of models and enable
a fair comparison among them, we derive four dis-
tinct occlusion based datasets from the test split6 of
above annotated rationales data, consisting of 27,
24 and 23 cases in German, French and Italian re-
spectively. For each occlusion test set, we occlude
a different number of sentences (1, 2, 3, and 4)

6We exclude the instances from the validation split,
which is used for hyperparameter tuning during model
training, to derive the occluded test set for explainability.

Figure 2: Distribution of the number of tokens per
label in the final dataset across each language.

IAA metric A1-A2 A1-A3 A2-A3

Rouge-1 0.78 0.69 0.87
Rouge-2 0.74 0.64 0.85
Rouge-L 0.77 0.68 0.87
BLEU 0.75 0.69 0.85
METEOR 0.77 0.71 0.88
Jaccard Sim. 0.73 0.64 0.82
Overlap Max. 0.68 0.61 0.74
Overlap Min. 0.83 0.73 0.81
BERTScore 0.91 0.86 0.93

Table 1: IAA score between the annotators in the
first cycle for German subset

belonging to same label (Supports/Opposes Judg-
ment/Neutral) per experiment in a case, adding no
marker or trace of the occlusion in the fact section
to leave it as similar and natural as possible. For
every occlusion test instance, we also pair it with
a baseline with no text occluded. Thus, we arrive
in a total of 28k occluded instances with varying
levels of occlusion, across three languages. Using
these occluded instances, we analyze the differ-
ence in prediction confidence in comparison to the
non-occluded baseline.

For LCI, we derive the counterfactual based test
set wherein we use the lower court instances an-
notated by the annotator and replace the lower
court instances with other lower court names in
every case resulting in a total of 1127 instances.
There are a total of 13, 9, and 16 unique lower
court instances in German, French, and Italian re-
spectively. Similar to above, each instance is also
paired with a baseline representing the case text
with the actual lower court name without any re-
placement, which we use to analyze the change in
prediction confidence.

Tables 2 and 3 provide statistics on the total num-
ber of instances in both the Occlusion and LCI test
sets along with detailed breakdown of the number
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DE FR IT

#Documents 27 24 23

Set 1 Opposes 55 34 31
Neutral 247 164 195
Supports 98 85 50

Set 2 Opposes 66 22 23
Neutral 1097 586 827
Supports 203 246 69

Set 3 Opposes 53 7 8
Neutral 3158 1260 2429
Supports 356 659 56

Set 4 Opposes 27 1 1
Neutral 6622 1801 5704
Supports 586 1477 28

Table 2: Split of number of instances per label in
each occluded test across three languages.

Occlusion LCI

Opp. Neu. Sup. Total Total

DE 201 11325 1243 12769 351
FR 64 3875 2467 6406 391
IT 63 9218 203 9484 312

Table 3: Total number of instances per label across
three languages for occlusion and LCI test. Opp.,
Neu., Sup. represent ‘Opposes Judgement’, ‘Neu-
tral’ and ‘Supports Judgement’ respectively.

of instances in each occlusion set by language.
Across languages, the German subset comprises
the largest portion of the test set compared to the
rest. This is due to annotation of fewer sentences
in Italian and French documents as can be noticed
in Fig. 2. Among the labels, the ‘Opposes Judg-
ment’ label has fewer instances, due to the lower
number of annotated tokens associated with this
label.

4. Experimental Setup

4.1. Models

We assess the following six classes of models,
developed on the backbone of hierarchical BERT,
developed for the SJP task in previous literature
(Niklaus et al., 2021, 2022). We follow the same
dataset splits provided by Niklaus et al. 2021
for training and validation. Hierarchical BERT
is employed because the SJP dataset includes
documents with more than 512 tokens. In this
approach, the text is split into 4 consecutive
blocks of 512 tokens (90% of cases are less than
2048 tokens) and fed into a shared standard

BERT encoder independently. Then the CLS
token of each block is passed through a 2-layer
transformer encoder to aggregate the information
across blocks, followed by max-pooling and a final
classification layer.

MonoLingual: This variant uses monolingually
pre-trained BERT models i.e German-BERT (Chan
et al., 2019), CamemBERT (Martin et al., 2020)
and UmBERTo (Parisi et al., 2020) for German,
French and Italian. Each model is fine-tuned and
evaluated using that language subset dataset.

MultiLingual: This variant uses the multilingually
pre-trained XLM-R model (Conneau et al., 2019)
instead of language-specific pre-trained BERT.
However, the fine-tuning process is still performed
separately for each language, similar to the
monolingual approach.

Mono/Multi Lingual with Data Augmentation:
We translate the cases in SJP dataset into other
languages from the original language using the
EasyNMT2 framework, following the approach
proposed by Niklaus et al. 2022. Then these
translated instances are then augmented with
the original data for a specific language during
the fine-tuning process with Mono/Multilingual
BERT. This is similar to above experiment in setup,
with the main distinction being the additional
augmented data.

Joint Training without/with Data Augmentation:
We use a multilingual pre-trained model and fine-
tune it across all the three language corpora jointly,
which tries to capitalize on the inherited benefit
of using larger multilingual corpora during fine-
tuning. As discussed above, we translate each
document from its original language to the rest
of other two and train a data augmented version
of models jointly with all the obtained translated
data. Unlike the previous approaches where sep-
arate models were fine-tuned for each language,
this method jointly fine-tunes on all languages, re-
sulting in a single final model instead of multiple
models for each language.

4.2. Implementation Details

We use the code repositories from prior work
(Niklaus et al., 2021, 2022) to assess the state-
of-the-art models on SJP7. We employ a learning
rate of 1e-5 with early stopping based on macro-
F1 on the development set. All models are trained
with a batch size of 64 for 10 epochs using AdamW
optimizer with mixed precision and gradient ac-

7https://github.com/JoelNiklaus/
SwissJudgementPrediction

https://github.com/JoelNiklaus/SwissJudgementPrediction
https://github.com/JoelNiklaus/SwissJudgementPrediction
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Model German French Italian

MonoLingual 69.08 71.78 67.82

MultiLingual 67.92 69.24 65.28

MonoLingual + DA 70.47 71.24 69.21

MultiLingual + DA 68.94 71.06 69.86

Joint Training 68.74 70.82 70.62

Joint Training + DA 70.58 71.62 71.18

Table 4: Prediction Performance on Test set of
Niklaus et al. 2021

cumulation using huggingface library (Wolf et al.,
2020). We use oversampling to handle class imbal-
ance. We use 4 segments with 512 tokens each
in our hierarchical models resulting in a maximum
sequence length of 2048.

4.3. Metrics

We report macro-F1 following Niklaus et al. 2021,
2022 for assessing prediction performance. For
assessing explainability through occlusion exper-
iments, we calculate the explainability score Sexp

for every test instance as the difference between
the temperature-scaled8 confidence of the base-
line and the occluded instance. (i.e., baseline -
occluded). A negative (positive) Sexp score indi-
cates that occluded text is opposing (supporting)
its prediction. Then, we assign the label ‘Opposes
Judgement’/‘Neutral’/’Supports Judgement’ based
on the sign of explainability score. Finally, we re-
port F1-score for each of the labels across all the
occluded instances.

In bias estimation using the LCI method, we cal-
culate an explainability score for each instance.
As the explainability scores are sign dependent,
we separately compute the Mean of Explainability
Scores (MES), for positive and negative values,
expressed as a percentage. A positive explainabil-
ity score indicates that the insertion of the lower
court decreases the probability, suggesting that
the inserted court has a pro-dismissal influence.
Conversely, a negative score indicates an increase
in the probability, indicating a pro-approval trend of
the inserted lower court. For an ideally unbiased
model, the presence of the lower court should not
affect the probability of the prediction. Therefore, a
value of the mean explainability score closer to 0 is
desirable. Additionally, we report the percentage of
cases where the insertion of the lower court leads
to a flip in the label of the prediction, changing it
from 0 to 1 or vice versa.

8We adopt temperature scaling (Guo et al., 2017) to
calibrate the confidence estimates of the model.

4.4. Analysis using Occlusion Test

We present the results of prediction performance
and the explainability analysis using occlusion in
Tables 4 and 5, respectively. Analyzing Table 5, we
observe that the model achieves higher accuracy
in classifying instances with Supports Judgment
compared to those with Neutral or Opposes Judg-
ment. This could be attributed to the fact that the
Opposes Judgment category is underrepresented
in the occlusion dataset (due to fewer annotated
tokens with this label) and the challenging task to
classify Neutral instances. Among the three lan-
guages, French exhibits the highest score for the
Supports Judgment category, but it also shows
lower scores for the other classes.

Despite the MultiLingual model displaying a de-
crease in predictive performance, it shows some
improvement in occlusion performance, particularly
for the Supports Judgments class, across all lan-
guages. A similar trend is observed in the Joint
training model, which consistently demonstrates a
significant increase in explainability scores across
languages for most classes.

While the inclusion of the DA component in both
MonoLingual and MultiLingual models resulted in
improved explainability scores for most labels com-
pared to their counterparts, its addition to the Joint
training model leads to mixed results. Surprisingly,
the addition of the DA component to the Joint train-
ing model consistently increases prediction perfor-
mance but does not maintain consistency in ex-
plainability performance. This finding emphasizes
the importance of evaluating explainability to de-
velop transparent systems that can make accurate
predictions for the right reasons.

Overall, the lower scores across the board indi-
cate the flawed inference about factors predictive
for the outcome. Despite the impressive perfor-
mances of state-of-the-art models on standard LJP
prediction performance, there is still much progress
to be made to make those models align as closely
as possible with the rationales deemed relevant by
legal experts. To create practical value for the legal
field, the field of LJP should aim for a productive fu-
sion of expert knowledge and data-driven insights,
rather than data-driven correlation based learning.

4.5. Analysis using LCI Test

From Table 6, we can observe that the modification
of the lower court has a considerable influence
on the overall prediction confidence, as indicated
by the changes in confidence scores up to 5% in
both directions across all languages, despite the
lower court name on average spanning around
seven tokens in documents of an average length
of 350 tokens. However, these small changes in
confidence scores did result in label flips.
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Model German French Italian
Opposes Neutral Supports Opposes Neutral Supports Opposes Neutral Supports

MonoLingual 3.02 16.78 15.10 1.95 3.68 40.24 0.49 3.68 11.24

MultiLingual 2.04 11.90 17.46 1.77 3.62 42.77 0.85 5.72 13.48

MonoLingual + DA 3.21 16.26 18.08 1.78 5.98 43.12 0.98 4.39 14.99

MultiLingual + DA 3.64 19.06 20.83 1.43 4.63 45.77 0.83 4.84 15.36

Joint Training 2.62 15.72 26.97 1.67 4.19 48.51 0.54 5.37 18.82

Joint Training + DA 3.75 14.54 21.95 1.93 5.73 45.73 0.63 4.82 19.68

Table 5: Analysis of Explainability using Occlusion - F1-scores across all instances from all four test sets
for each label in every language. The higher the scores, the better the explainability.

Model German French Italian

+
MES

-
MES

Flip
1 → 0

Flip
0 → 1

+
MES

-
MES

Flip
1 → 0

Flip
0 → 1

+
MES

-
MES

Flip
1 → 0

Flip
0 → 1

MonoLingual 3.485.12 −2.32.82 2.28 0.43 2.562.65 −2.23.79 3.84 1.02 1.643.46 −2.227.76 0.12 1.20

MultiLingual 3.395.43 −2.773.64 1.71 0.32 4.014.62 −3.063.22 0.51 0.12 1.722.18 −1.782.52 1.05 2.88

MonoLingual + DA 3.095.15 −2.775.42 2.56 0.22 4.126.73 −1.832.34 1.24 0.82 1.252.23 −1.291.97 0.32 2.19

MultiLingual + DA 5.328.27 −3.355.24 4.56 2.56 4.086.05 −6.489.64 1.53 3.07 2.883.51 −6.128.08 2.56 3.85

Joint Training 3.326.18 −1.862.89 3.13 1.99 4.084.37 −2.713.69 0.51 2.56 6.136.79 −2.662.12 4.92 4.24

Joint Training + DA 3.234.46 −1.842.45 2.85 1.99 3.043.96 −4.044.31 3.07 2.32 6.147.94 −3.213.11 4.09 4.83

Table 6: Analysis of Lower Court Bias using LCI - Results of Positive and Negative MES Scores, and
Label Flips across the three languages. Labels 0 and 1 indicates dismissal and approval respectively.
Lower scores indicate a less biased model. Subscript indicates the standard deviation values.

Overall, no consensus exists on which model
setting has yielded lower MES scores in both direc-
tions consistently across all the languages. Multi-
Lingual model’s prediction performance decreased
compared to the MonoLingual model across all
three languages and its bias scores increased sig-
nificantly across all languages, barring -MES for
Italian and +MES for German. While the inclu-
sion of the DA (Data Augmentation) component
resulted in improved prediction performance com-
pared to the non-DA variants in both MonoLingual
and MultiLingual settings, the Multilingual + DA
model exhibited a notable increase in bias. This
suggests that the model’s reliance on lower court
names is more pronounced in the presence of the
DA component compared to its non-DA variant.

Joint training models, which aim to generalize
across languages, demonstrate improved predic-
tion performance, particularly for Italian, which is
underrepresented in the training set. However,
this improvement comes at the cost of higher
MES scores, indicating potential overfitting to court-
specific correlations rather than capturing the ac-
tual reasoning behind the predictions. Interestingly,
despite training a single model using data from
all three languages, the Italian data shows a sig-
nificant divergence in MES scores compared to
German and French. This highlights that repre-
sentational bias across languages seems to be a
crucial part. While adding DA to Joint training mod-
els significantly improves prediction performance,

bias scores lack a clear pattern.
Across all the models in the German setting,

we can witness an overall pro-dismissal trend
(greater + MES scores compared to - MES) echo-
ing with more number of label flips from approval
to dismissal. While French notices an overall pro-
dismissal trend, Italian shows pro-approval trend,
barring the cross-lingual models. These observed
biases regarding lower court underscore the need
for continuous bias evaluation and mitigation in LJP
models.

5. Conclusion

In this work, we present the rationale dataset cu-
rated at fine-grained level of both ‘supporting’ and
’opposing’ factors for Swiss Judgment Prediction
(SJP), the only available multilingual LJP dataset.
We employ a perturbation-based occlusion ap-
proach to assess various state-of-the-art models
developed for SJP and also release four distinct
occlusion test sets, occluding a different number of
sentences in each of the sets. Our lower explain-
ability scores suggest that the current models do
not align well with the legal experts which can lead
to sub-optimal litigation strategies due to flawed in-
ference about factors responsible for the outcome.
Furthermore, we assess the bias of the lower court
information in the final predictions generated by the
models using LCI test and notice that models learn
spurious correlations about court-outcome in the
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data. In the future, we would explore deconfound-
ing strategy (Santosh et al., 2022) to improve the
alignment between what models and experts deem
relevant. One can explore different group robust al-
gorithms such as adversarial removal, IRM, Group
DRO and V-REx, as an effective bias-mitigation
strategy (Chalkidis et al., 2022c) and investigate
its impact on explainability. We hope our data re-
source will be useful to the research community
working on Legal Judgement Prediction.

6. Limitations

In this study, our approach to obtaining rationales
involved a consolidation process wherein we aimed
to achieve a final set of high-quality annotations
through discussions with legal experts. However, it
is important to acknowledge that the assumption
of a single ground truth may overlook the presence
of genuine human variation, which can arise due
to factors such as disagreement, subjectivity in
annotation, or the existence of multiple plausible
answers (Xu et al., 2023). Particularly in the field
of law, where complexity and interpretation are in-
herent, it is well-recognized that lawyers may have
differing legal assessments of case facts and how
they contribute to the eventual outcome. Instead
of attempting to resolve variations in expert labels,
it is essential to acknowledge and embrace the
inherent variation in human annotations. Moving
forward, it is crucial to develop methods that can
comprehensively capture and account for variation
from data to evaluation, enabling a more compre-
hensive treatment of this variability in future re-
search.

In the evaluation of our occlusion-based explain-
ability setup, we utilized the F1-score, which fo-
cuses solely on the final label obtained from the
change in confidence score between the baseline
and occluded instances. However, it is important to
emphasize the need for a metric that takes into ac-
count the magnitude of the difference in confidence
scores during aggregation, in order to present a
more comprehensive and holistic assessment.

7. Ethics Statement

The dataset used in this work comes from prior
work by Niklaus et al. 2021 and these are publicly
available on the https://entscheidsuche.ch
platform and the names of the parties have been
redacted by the court to ensure anonymity.

This work does not endorse or advocate for
practical use of such systems. Instead our aim
in this work is to rather empirically demonstrate
that these systems are far from practical use due
to their flawed inference about factors leading to
outcome prediction. The scope of this work is to

study LJP from an explainability standpoint and
to showcase the discrepancy between the predic-
tion performance and explainability performance
and emphasize the need to build technology that
can help practitioners with reliable insights. Our
dataset and findings associated with this work will
contribute to advancing the field of explainable le-
gal judgement prediction and provide valuable in-
sights for developing more reliable and unbiased
models in the future.

Furthermore, we would like to draw attention
to the work by Tsarapatsanis and Aletras 2021
which discusses various normative factors related
to ethics in the context of legal natural language
processing. These discussions are crucial for fos-
tering ethical thinking within the legal NLP commu-
nity and ensuring the responsible development of
systems that can assist lawyers, judges, and the
general public.
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A. Appendix

A.1. Explainability performance for
different levels of occlusion

We report the label wise F1-score for each oc-
clusion test for every language in Tables 7, 8, 9.
Overall, "Opposes judgement" and "Neutral" are
challenging ones compared to "Supports judge-
ment". In the case of French, there was an im-
provement in scores as the number of occluded
sentences increased. This improvement indicates
that the model was able to correctly associate the
label "supports judgements" with the occluded sen-
tences, thereby enhancing the model’s explainabil-
ity performance. However, in the case of French
and Italian, a different trend was observed. The
model did not exhibit the same improvement as
the number of occluded sentences increased. It
is speculated that the model might have encoun-
tered conflicting labels for each occluded sentence,
leading to incorrect predictions when multiple oc-
clusions were present.
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Set 1 Set 2 Set 3 Set 4
Model Opposes Neutral Supports Opposes Neutral Supports Opposes Neutral Supports Opposes Neutral Supports

MonoLingual 23.08 20.98 33.86 8.80 17.85 27.30 3.28 20.19 16.84 1.15 21.34 11.89

MultiLingual 23.79 18.05 34.46 8.12 13.87 26.81 1.52 12.79 24.25 1.08 14..10 11.17

MonoLingual + DA 24.05 21.77 25.12 10.69 19.29 17.34 3.93 18.24 10.01 0.76 10.80 22.03

MultiLingual + DA 28.80 26.40 36.44 12.45 21.64 27.98 4.49 19.83 17.15 1.04 18.01 11.08

Joint Training 24.52 20.14 31.87 9.86 10.62 28.25 2.69 9.20 27.52 0.98 5.75 26.14

Joint Training + DA 23.85 23.33 38.3 13.40 16.02 25.11 4.71 10.74 12.67 1.24 7.77 8.74

Table 7: Explainability performance for German dataset over different occlusion test sets

Set 1 Set 2 Set 3 Set 4
Model Opposes Neutral Supports Opposes Neutral Supports Opposes Neutral Supports Opposes Neutral Supports

MonoLingual 21.48 10.17 36.67 4.34 4.87 38.17 1.34 4.17 53.64 0.18 3.58 67.99

MultiLingual 26.80 2.40 40.98 6.19 0.68 38.14 1.05 0.79 40.19 0.00 0.22 51.58

MonoLingual + DA 20.05 10.53 28.57 4.72 8.67 43.29 1.28 6.79 58.81 0.14 4.35 69.36

MultiLingual + DA 21.11 4.73 30.41 6.17 2.02 38.24 1.03 1.26 41.39 0.00 1.87 40.86

Joint Training 21.43 3.49 37.37 7.09 0.68 43.02 1.11 1.12 49.77 0.12 1.12 58.29

Joint Training + DA 28.11 14.05 38.78 8.51 9.69 44.26 1.21 10.09 43.65 0.00 8.80 42.04

Table 8: Explainability performance for French dataset over different occlusion test sets

Set 1 Set 2 Set 3 Set 4
Model Opposes Neutral Supports Opposes Neutral Supports Opposes Neutral Supports Opposes Neutral Supports

MonoLingual 9.01 24.70 23.53 2.01 26.56 6.72 0.52 31.08 0.22 0.08 32.43 0.00

MultiLingual 12.84 19.18 31.25 2.54 7.66 14.86 0.41 7.22 4.84 0.0 3.92 1.08

MonoLingual + DA 22.11 3.03 27.10 5.61 0.24 13.37 0.84 0.33 6.12 0.05 0.35 1.92

MultiLingual + DA 21.28 11.43 35.82 8.66 2.62 20.77 0.76 1.06 8.51 0.06 0.18 2.46

Joint Training 17.24 11.21 25.61 3.27 5.61 17.55 0.37 1.79 8.07 0.0 0.63 3.01

Joint Training + DA 20.99 17.94 33.53 3.99 6.50 23.02 0.46 2.28 11.3 0.04 0.77 3.91

Table 9: Explainability performance for Italian dataset over different occlusion test sets


