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A B S T R A C T   

Conditionally automated vehicles (Level 3 SAE) are emerging on the roads, but long periods without engaging in 
a non-driving-related task can reduce drivers’ vigilance. This study aims to determine whether driver fatigue can 
be accurately predicted using physiological signals and machine learning (ML) techniques in such a context. 63 
young drivers completed two separate conditional automated drives of 30 min each, in either a rural or a urban 
area. Half of them had been mildly sleep-deprived the previous night (slept less than six hours). Electrocar-
diogram (ECG), electrodermal activity (EDA), and respiration were collected, along with subjective measures of 
sleepiness and affective state. Using ML, sleep deprivation, driving environment, and sleepiness could be pre-
dicted from physiological features with an accuracy of 99%, 85%, and 73% respectively. Signal segmentation 
increased model accuracy, and EDA features were the most predictive. The differences between the results ob-
tained from statistical analyses of sleepiness measures and the accuracy achieved by ML models are discussed. 
The results of this empirical study indicate that even mild sleep deprivation affects the physiological state of 
drivers, which can have serious consequences when combined with long periods of inactivity. Car manufacturers 
and researchers should take this into account when designing intelligent systems capable of providing drivers 
with appropriate warnings before a critical situation arises.   

Introduction 

Despite impressive technological advancements in the past decade, 
driving is still highly dangerous. In 2019 alone, there were more than 
20,000 traffic accidents in Switzerland, of which more than 9,000 
involved passenger vehicles (Swiss Federal Statistical Office, 2020). 
Impaired driving skills, such as distraction, alcohol, or fatigue, are the 
cause of 25 % of the victims of serious accidents each year (Hertach 
et al., 2020). To tackle this, more and more of the driver’s tasks are being 
assisted or taken over by automation to increase road safety. 

The Society of Automotive Engineers (SAE) created a taxonomy to 
designate the level of vehicle automation (SAE, 2018). In this manu-
script, LX− SAE defines the automation level according to this taxon-
omy. X ranges from 0 to 5, the higher the automation level, the more 
tasks are handled by the vehicle. L2-SAE vehicles are currently on the 
roads while L3-SAE ones are emerging. At L3-SAE, drivers are no longer 

responsible for driving the vehicle and monitoring its environment. 
They could therefore engage in non-driving-related tasks, but be ready 
to react if a takeover is required. Several factors can impair the takeover 
performance, such as fatigue, sleepiness, or distraction due to the 
engagement in a non-driving-related task (Jarosch et al., 2019; Naka-
jima and Tanaka, 2017; Wandtner et al., 2018). A continuous and non- 
intrusive assessment of the driver’s state is thus needed for L3-SAE ve-
hicles to operate safely and avoid accidents. 

Previous research has shown that the above-mentioned factors can 
be detected accurately from physiological data using machine learning 
(ML) techniques (Healey and Picard, 2005; Patel et al., 2011; Chen et al., 
2017; Darzi et al., 2018; Meteier et al., 2021a; Meteier et al., 2021b). 
Recent advances in wearable sensors make physiological signals a 
credible candidate for measuring driver state in future vehicles (Meteier 
et al., 2022). Although not yet widely implemented in vehicles on the 
market, research is needed to prove the potential of physiological data to 

* Corresponding author. 
E-mail address: quentin.meteier@hes-so.ch (Q. Meteier).  

Contents lists available at ScienceDirect 

Transportation Research Interdisciplinary Perspectives 
journal homepage: www.sciencedirect.com/journal/transportation- 

research-interdisciplinary-perspectives 

https://doi.org/10.1016/j.trip.2024.101148 
Received 5 October 2023; Received in revised form 23 February 2024; Accepted 18 June 2024   

s
o
u
r
c
e
:
 
h
t
t
p
s
:
/
/
d
o
i
.
o
r
g
/
1
0
.
2
4
4
5
1
/
a
r
b
o
r
.
2
2
1
6
0
 
|
 
d
o
w
n
l
o
a
d
e
d
:
 
2
7
.
9
.
2
0
2
4

mailto:quentin.meteier@hes-so.ch
www.sciencedirect.com/science/journal/25901982
https://www.sciencedirect.com/journal/transportation-research-interdisciplinary-perspectives
https://www.sciencedirect.com/journal/transportation-research-interdisciplinary-perspectives
https://doi.org/10.1016/j.trip.2024.101148
https://doi.org/10.1016/j.trip.2024.101148
https://doi.org/10.1016/j.trip.2024.101148
http://creativecommons.org/licenses/by/4.0/


Transportation Research Interdisciplinary Perspectives 26 (2024) 101148

2

robustly and accurately assess driver state at high levels of automated 
driving (L3-SAE and above). The main aim of this study is to fill research 
gaps by examining how accurately physiological activation related to 
sleep deprivation, driving environment, and sleepiness can be detected 
using ML techniques, specifically at L3-SAE. 

Literature review 

Theoretical constructs 

Fatigue and sleepiness 
In 2020, fatigue was among the five most frequent causes of acci-

dents in Switzerland (Swiss Federal Statistical Office, 2020). Special 
attention must be paid when talking about fatigue, as it is a complex 
concept and several definitions can be found in the literature. It is close 
to, but different from, sleepiness, and people are often tempted to use 
the two terms interchangeably (Shen et al., 2006). To focus on fatigue in 
the context of driving, May and Baldwin (2009) have defined a model of 
driver fatigue distinguishing three types of fatigue, with their causes, 
consequences, and interactions. The three types of fatigue are sleep- 
related, passive task-related, and active task-related fatigue. Only 
sleep-related and passive task-related fatigue will be addressed in this 
article. 

The sleep-related fatigue can be caused by several factors such as 
sleep deprivation, duration of wakefulness, or circadian rhythm. The 
latter is the individual’s endogenous rhythm (Potter et al., 2016) regu-
lating the sleepiness throughout the day (Valdez, 2019). For instance, 
the circadian rhythm is responsible for individuals being generally less 
alert during night hours (Costa, 1996; Moller et al., 2003; Reimer et al., 
2007; Garde et al., 2020). Sleep-related fatigue consequently affects 
individuals’ alertness (Jewett et al., 1999; Philip et al., 2003), which can 
be critical for drivers, especially if they need to react quickly after a 
takeover request at L3-SAE driving. 

While automated driving systems are increasingly making driving 
easier, they also require less and less human interaction. This places the 
driver outside the control loop of the vehicle, which can lead to a 
decrease in attention and situational awareness (Heikoop et al., 2019), 
and consequently increase reaction time when a takeover is requested 
(Jarosch et al., 2019). In particular, the second type of fatigue defined by 
May and Baldwin (2009), the passive task-related fatigue, refers to this 
issue. This type of fatigue can also be described as sleepiness. In this 
article, the term sleepiness is used to refer to passive task-related fatigue. 
It typically occurs during a monotonous driving phase, under conditions 
of mental underload, or during periods of automated driving (May and 
Baldwin, 2009). Sleepiness might be a serious problem for driving safety 
in automated systems, as drivers may not be involved in the driving task 
for long periods. Thus, their engagement and alertness might be reduced 
(Radlmayr et al., 2018). Previous studies found that drivers of partially 
(L2-SAE) and highly (L4-SAE) automated vehicles had higher levels of 
sleepiness than drivers of manual vehicles, particularly in monotonous 
environments (Ahlström et al., 2021; Schömig et al., 2015). In addition, 
sleepiness may exacerbate sleep-related fatigue, with both leading to a 
decreased driving performance (May and Baldwin, 2009), increasing the 
risk of accidents (Cai et al., 2021; Guo et al., 2021). Therefore, it is 
necessary to assess sleep-related fatigue and sleepiness to reduce the risk 
of accidents. For that, physiological measures can be used to assess 
driver fatigue over time, both in manual and automated driving (Feld-
hütter et al., 2018; Zhou et al., 2020). 

Fatigue can also alter the driver’s affect (Palmer and Alfano, 2017). 
According to Russel’s circumplex model (Russell, 1980), affect can be 
described with the two dimensions arousal and valence. Valence is the 
level of pleasantness on a scale from negative to positive, and arousal is 
the intensity of activation, ranging from low to high (Bestelmeyer et al., 
2017). It has been shown, that loss of sleep is related to negative affect 
(Tomaso et al., 2020), which in turn impacts driving performance, 
leading to impaired takeover quality (Du et al., 2020) as well as more 

frequent errors (Rowden et al., 2011). 

Driving environment 

Driving is a cognitively and visually demanding activity. The level of 
demand depends on different aspects such as interpersonal differences 
as well as contextual factors (Shinar, 1978; Underwood, 2007; Llaneras 
et al., 2017; di Flumeri et al., 2018). The visual workload induced by the 
driving environment is one such contextual factor, resulting from the 
complexity of the environment, i.e., cars, traffic signs, road type, and 
landscape (Lyu et al., 2017). These aspects can vary considerably 
depending on the driving situation. In automated driving, a mental 
overload could consequently impair the takeover quality (Scharfe et al., 
2020). The driving environment can also have an impact on subjective 
measures of driver’s affect. For instance, cognitively demanding traffic 
incidents, such as high traffic density (Zepf et al., 2019), can induce 
higher negative emotions. Also, congestion is known for eliciting 
negative emotions, such as aggression or frustration (Shinar and 
Compton, 2004). As mentioned above, negative emotions are a risk 
factor for road safety, even in automated driving. 

Similarly to complex driving scenarios, the monotonous nature of 
roads leads to a decrease in driving performance, probably due to a state 
of mental underload (Larue et al., 2011; Thiffault and Bergeron, 2003a; 
Thiffault and Bergeron, 2003b). Therefore, the environment is an 
important determinant of driving performance and should also be 
considered in conditionally automated driving. 

Prediction of driver state using physiological signals and 
machine learning 

Fatigue and sleepiness 

Previous studies that predicted driver fatigue using ML techniques 
and at least an electrocardiogram (ECG), electrodermal activity (EDA) or 
respiration (RESP) were reviewed (Awais et al., 2017; Bundele and 
Banerjee, 2009; Darzi et al., 2018; Fujiwara et al., 2019; Kiashari et al., 
2020; Kundinger et al., 2020; Kundinger and Riener, 2020; Lee et al., 
2019; Li and Chung, 2013; Patel et al., 2011; Rigas et al., 2011; Sharma 
and Bundele, 2015; Vicente et al., 2011; Wang et al., 2017). Most of 
them were conducted in a driving simulator at L0-SAE (manual driving). 
To induce sleepiness, 10 to 30 participants were asked to drive manually 
for a long period (20 min to 6 h) on a highway, in a monotonous envi-
ronment without traffic, at a reasonable speed (between 80 and 110 km/ 
h). The manipulation of sleepiness was often combined with sleep- 
related fatigue to enhance global fatigue (Darzi et al., 2018; Kiashari 
et al., 2020; Patel et al., 2011; Vicente et al., 2011). Some other studies 
were conducted at times of low alertness (e.g., after lunch or at night) 
(Fujiwara et al., 2019; Lee et al., 2019; Li and Chung, 2013). 

Heart-rate variability (HRV) features were used in almost all studies. 
There is no consensus on the time window used to calculate the physi-
ological indicators, as it ranged from 2 s (Bundele and Banerjee, 2009), 
to 1–2 min (Vicente et al., 2011; Li and Chung, 2013; Lee et al., 2019; 
Kiashari et al., 2020) to 5–15 min (Fujiwara et al., 2019; Kundinger 
et al., 2020; Kundinger and Riener, 2020; Rigas et al., 2011). Baseline 
correction was rarely applied to features (Vicente et al., 2011; Darzi 
et al., 2018). 

Most studies carried a binary classification task to predict sleepiness 
(alert vs. drowsy) using a between-subject evaluation approach. Self- 
reported measures or external observations were often used as ground 
truth. Wang and colleagues achieved 99 %-accuracy in predicting fa-
tigue induced by extended driving duration from EDA, RESP and pulse 
oximetry features (Wang et al., 2017). At the L2-SAE level, 99 % and 98 
% accuracy was achieved to distinguish drivers’ fatigue at two and three 
different levels. Two studies achieved 90 %-accuracy in predicting a 
combination of sleep-related fatigue and sleepiness (Kiashari et al., 
2020; Fujiwara et al., 2019). However, no reviewed studies predicted 
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sleep-related fatigue alone. 
Specifically at L3-SAE, the only study that predicted driver sleepiness 

using ML techniques and physiological data achieved high accuracy 
(adjusted R2 score of 0.996) (Zhou et al., 2021). The percentage of eye 
closure (PERCLOS) was used as the ground truth, but driving-related 
features were used as input data even though it would not be possible 
to use them under real driving conditions. All these previous studies 
reveal a research gap in predicting sleep-related fatigue and sleepiness 
separately, specifically at L3-SAE, and only from physiological signals. 

Driving environment 

Driving in a variety of environments can affect the drivers’ physio-
logical state and behaviour, which can be detected with ML techniques. 
Healey and Picard (2005) achieved 97.4 %-accuracy to distinguish three 
levels of stress (low/rest, medium/highway, high/town) induced in real 
driving condi- tions from five-minute windows of physiological data. 
Chen et al. (2017) even achieved 99.9 %-accuracy on the same dataset 
with a leave-one-out within-subject validation approach, while 89.7 
%-accuracy was reached with a between-subject approach. In a moving- 
base driving simulator, Darzi et al. (2018) showed that the physiological 
activation related to the driving environment (highway vs. town) could 
be predicted with 86.8 %-accuracy only from physiological signals using 
a k-fold cross-validation approach. 83.3 %- accuracy was achieved only 
with vehicle kinematics, and 91.3 % by combining both sources of data. 

The present study 

As reported above, ML has been widely used to detect a change of 
physiological activation due to fatigue or driving environment from 
physiological signals in manual driving (L0-SAE) (Healey and Picard, 
2005; Chen et al., 2017; Darzi et al., 2018; Patel et al., 2011) or at the L2- 
SAE for fatigue (Kundinger and Riener, 2020; Kundinger et al., 2020). 
However, no study was carried out to detect these states at the L3-SAE 
level using only physiological data. Similar studies were conducted at 
L3-SAE but rather aimed at predicting the driver’s mental workload 
induced by non-driving-related tasks (Meteier et al., 2021a; Meteier 
et al., 2021b). 

To fill this research gap, the goal of this driving simulator study is to 
investigate whether the physiological change related to sleep depriva-
tion, sleepiness, and driving environment can be accurately detected 
using ML techniques specifically at L3-SAE. Self-reported measures of 
sleepiness and affect were also collected before and after each drive. 

Based on previous studies, the following hypotheses were formulated 
to address the research questions:  

• (H1): Sleep deprivation 
(a) Sleep deprivation has a negative effect on self-reported sleepi-

ness, even after the drive (Philip et al., 2003, 2005).  
(b) Sleep deprivation impairs drivers’ affect (Pires et al., 2016; 

Tomaso et al., 2020).  
(c) Sleep deprivation significantly impairs the physiological state of 

the driver (Vicente et al., 2011; Fujiwara et al., 2019; Altemus 
et al., 2001; Liu et al., 2015; Rault et al., 2019; Ahlström et al., 
2021).  

(d) No hypothesis can be formulated for predicting sleep deprivation 
with ML, as no previous study has addressed this issue.  

• (H2): Duration of driving scenario  
(a) Self-reported sleepiness will increase over the course of the L3- 

SAE drive − i.e., higher before the takeover than before the 
drive (Ahlström et al., 2021; de Naurois et al., 2017; Vogelpohl 
et al., 2019).  

(b) Drivers’ affect should be altered due to the boring nature of the 
monotonous driving task. Arousal should decrease due to lack of 
engagement, which could frustrate them and thus also alter 
valence (van Hooft and van Hooff, 2018).  

(c) Similar accuracy (between 95 % and 100 %) than previous 
studies conducted at L2-SAE should be achieved for the predic-
tion of sleepiness (before the drive vs. before the takeover) 
(Kundinger and Riener, 2020; Kundinger et al., 2020). This is 
because sleepiness might occur more quickly at L3-SAE, the 
driver being passive at the wheel.  

• (H3): Driving environment  
(a) Self-reported sleepiness should be higher in a monotonous 

driving environment (Thiffault and Bergeron, 2003a; Thiffault 
and Bergeron, 2003b).  

(b) The complexity of the driving environment impairs driver’s 
affect (Zepf et al., 2019; Shinar and Compton, 2004).  

(c) The complexity of the driving environment has a negative effect 
on the physiological state (Healey and Picard, 2005; Chen et al., 
2017).  

(d) For the prediction with ML techniques, the accuracy achieved at 
L3-SAE should be lower than in previous studies because the 
driver was actively driving, either in real-driving situation (Chen 
et al., 2017; Healey and Picard, 2005) or in a driving simulator 
(Darzi et al., 2018). 

Material and methods 

Participants 

63 young participants (M = 23.76, SD = 7.24) took part in this 
experiment, including 45 women and 18 men. 15 of them had consumed 
caffeine in the 12 h preceding the experiment. The majority (n = 60) 
reported eating between a small portion and a normal portion of food at 
breakfast. 

On average, the subjects had held a driving license for 5 years (SD =
7.31) and reported driving 5791 km per year (SD = 7704.00 km). Most 
of them drove once or several times a week (n = 41) and had not had an 
accident in the last three years (n = 56). Only 12 subjects had prior 
experience of the L2-SAE automation level. Seven of them had previ-
ously participated in a driving simulator study. All participants gave 
written consent. 

Most of the participants usually slept between 11 pm and midnight 
(n = 41) and woke up between 7 am and 8 am (n = 38) during the 
previous month. Thus, most (n = 42) were accustomed to sleeping be-
tween 7 and 8 h per night, which is consistent with previous research on 
average student sleep time (Ackermann et al., 2015; Borisenkov et al., 
2010; Gilbert and Weaver, 2010; Ness and Saksvik-Lehouillier, 2018; 
Okano et al., 2019). The majority said it generally took them between 10 
and 20 min to fall asleep. 

Experimental design 

The study had a 2x2x2 mixed design. Sleep deprivation was the first 
two-level between-subjects factor, with each level corresponding to the 
amount of sleep requested the night before the experiment (sleep 
deprived vs. normal sleep). Participants were instructed to sleep either 
less than six hours or at least seven hours. The minimum duration was 
set at seven hours for the control group because students sleep an 
average of seven to eight hours per night according to various studies 
(Ackermann et al., 2015; Borisenkov et al., 2010; Gilbert and Weaver, 
2010; Ness and Saksvik-Lehouillier, 2018; Okano et al., 2019). Such 
sleep deprivation can be considered acute because it is mild, punctual, 
and recent (only the night before the experiment) (Shen et al., 2006). 

The driving environment was a two-level within-subjects factor 
(rural vs. urban). Both environments differed in terms of traffic, road 
variability, and scenery. The scenario order was the second between- 
subjects factor (rural first vs. urban first), with half of the individuals 
driving first in the urban environment and half in the rural one. The 
experiment time was controlled (10:00 am or 4:00 pm) to avoid an effect 
of the circadian rhythm (Valdez, 2019). 
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Material and instruments 

Driving simulator 

Fig. 1 shows a participant in the fixed-base driving simulator during 
the training phase. It includes a driver’s seat, a Logitech steering wheel 
with the gas pedal, brake, and clutch pedals. A television screen (65 in.) 
displayed the driving scenario. Another screen (13.1 in.) located behind 
the steering wheel displayed the vehicle’s dashboard with the autopilot 
mode (on/off/takeover), the car’s speed, and the number of engine 
revolutions per minute. A computer ran the driving simulation and 
recorded the driving data. A psychomotor vigilance task was also 
implemented (pressing a button when a red dot appeared every five 
minutes on the screen). Results from this task are not detailed in this 
manuscript. 

Driving environments 

Two different environments were designed to study their effect on 
the driver’s state. Both were developed with the Unity software. The first 
one was a monotonous rural environment. A screenshot of the scenario 
can be seen in Fig. 2a. There was no traffic, crosswalks, or traffic lights, 
and the road was slightly curvy. The roadside was lined with trees and 
rocks that were of similar look and shape. The second scenario was an 
urban environment (see Fig. 2b). The city had medium-density traffic 
and the road had many intersections with and without traffic lights, 
where the car had to turn or stop. The roadside was varied, with pe-
destrians at some intersections, bike racks, parked cars, trees, parks, 
large buildings with different facades, bridges, and street lights. 
Conditionally automated driving functions were implemented for both 
scenarios. Both lasted 25 to 30 min, which should be sufficient for 
sleepiness to occur (Thiffault and Bergeron, 2003b; de Naurois et al., 
2017; Vogelpohl et al., 2019). Each scenario ended with a takeover 
request (TOR) triggered by a dog crossing the road. The route taken by 

the vehicle was the same for all participants. The time spent in the urban 
scenario varied slightly between participants due to the random acti-
vation of traffic lights and traffic. 

Other material 

BioPac MP36 hardware with the BioPac Student Lab 3.7.7. software 
were used to collect physiological signals from the drivers on a computer 
at a sampling rate of 1000 Hz. Pre-gelled disposable Ag/AgCl electrodes 
(EL507 and EL503, Biopac) connected to wire sets (SS57LA and SS2LB, 
Biopac) collected EDA and ECG signals from the subjects. Two elec-
trodes placed at the tip of the ring and middle fingers of the non- 
dominant hand recorded EDA. Three electrodes recorded ECG, one 
above each malleolus and one on the right forearm. A breathing belt 
(SS5LB, Biopac) collected the breathing signal via chest expansion. A 
tablet displayed the questionnaires created on Unipark 1. 

Measures 

Participants’ EDA, ECG, and RESP were recorded throughout the 
experiment. A wide range of indicators was calculated from these signals 
(see Section 3.7.2 and Table 9). The mean tonic EDA level, frequency of 
skin con– ductance responses (number of occurrences per minute), the 
ratio of power in low and high-frequency bands of HRV (LF/HF), and 
estimates of Respiratory Sinus Arrhythmia (RSA) using the Gates 
method (Gates et al., 2015) were selected as measures of physiological 
activation that may be influenced by sleep deprivation and driving 
environment (Posada-Quintero et al., 2017; Liu et al., 2015; Burton 
et al., 2010; Chua et al., 2012; Schmitt et al., 2015; Katona and Jih, 
1975; Healey and Picard, 2005; Darzi et al., 2018). 

Fig. 3 shows the content of each questionnaire administered during 
the experiment. The modified version of the Karolinska Sleepiness Scale 
(KSS) (˚Akerstedt and Gillberg, 1990; Kaida et al., 2007) was used to 
measure the driver’s self-rated sleepiness on a scale of 1 (extremely 
alert) to 10 (extremely 1https://www.unipark.com/en/. 

sleepy, cannot stay awake). Valence and arousal were also assessed 
using the animated version of the Self-Assessment Manikin (AniSAM) 
(Sonderegger et al., 2016). Other measures were collected (takeover 
behavior, situation awareness, vigilance, trust user experience) were 
also collected but are not analysed in this manuscript. 

Experimental procedure 

An overview of the experimental procedure, is shown in Fig. 3. On 
the day of the experiment, the participants were first informed about the 
context of the study and the course of the experiment. After signing the 
consent form, they had to fill in questionnaire 1 (see Fig. 3). Then, the 
electrodes and the breathing belt were installed on the participant to 
record the physiological signals. 

The experiment started with a five-minute phase to record the 
physiological baseline. The car was driving at L3-SAE, while the par-
ticipants observed the environment. Then, they could drive manually 
the simulator to be familiar with the commands and the takeover process 
(Training phase). The experimenter ensured that the participant was able 
to take control appropriately before starting the main scenarios. 

In the latter, drivers were instructed to monitor the environment and 
take-over control only when requested by the car, by turning the wheel, 
braking, or pressing a button on the steering wheel. In addition, they had 
to perform a psychomotor vigilance task, which consisted of pressing a 
button on the steering wheel every five minutes when a red dot appeared 
on the screen. After the TOR, participants were asked to stop the vehicle 
and complete the questionnaire on the tablet (questionnaire 2 or 3, see 
Fig. 3). After the second scenario, the electrodes were removed. To 
thank the participants, all received chocolate and the university psy-
chology students were credited for the hours spent as test subjects. Fig. 1. A participant in the driving simulator.  
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Statistical analysis 

An independent samples t-test controlled for the experimental 
manipulation of sleep deprivation using the subjective measure of 
sleepiness reported before the experiment (KSS of questionnaire 1). 

To investigate the effect of sleep deprivation (sleep deprived vs. 
normal sleep) and scenario order (urban first vs. rural first) as between- 
subjects factors, the effect of driving environment (rural vs. urban) as 
within-subjects factor, and the interaction effects, a mixed repeated 
measures analysis of variance with the baseline measure as covariate 
(ANCOVA) was performed on physiological measures. 

To investigate the change of self-reported sleepiness (KSS), arousal, 
and valence over time, the time factor (before vs. after) was included as a 
within-subjects factor. For sleepiness, the second measure corresponded 
to sleepiness before the takeover, while for arousal and valence, the 
measure corresponded to their state after the takeover. Measures after 
the first scenario were used as the pre-drive measures of the second 
scenario. 

For all analyses, if Mauchly’s test indicated that the assumption of 
sphericity was violated (p < 0.05), Greenhouse-Geiser sphericity cor-
rections were applied. Post-hoc tests with Bonferroni correction were 
done when the effect of time was significant. 

Classification of the Drivers’ state 

The classification tasks 

The following classification tasks were performed in this work:  

• Classification task 1: Prediction of sleep deprivation condition (sleep 
deprived vs. Normal sleep). Drivers’ physiological features calcu-
lated in both environments were used  

• Classification task 2: Prediction of the driving environment (urban 
vs. rural) in which participants were driving. Drivers’ physiological 
features calculated in both environments were used.  

• Classification task 3: Prediction of drivers’ sleepiness (beginning of 
the drive vs. Before the takeover). Only drivers’ physiological fea-
tures calculated in the rural scenario were used 

For all classification tasks, the effect of sensor fusion and segmen-
tation level on model performance was tested. The segmentation con-
sisted of splitting the raw signals into multiple segments and calculating 
the physiological indicators for each segment. Fig. 4 shows an overview 
of this process. 

For classification task 3, the goal was to predict whether a given 

Fig. 2. The two driving scenarios.  

Fig. 3. Overview of the experimental procedure.  

Fig. 4. Procedure of segmentation for the classification tasks. For task 3, the 
first segments (in green) were labeled as low sleepiness and the last segments 
before the takeover situation were labeled as high sleepiness. Red signal: EDA, 
blue signal: ECG, green signal: RESP. (For interpretation of the references to 
colour in this figure legend, the reader is referred to the web version of 
this article.) 
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segment corresponded to the beginning (low sleepiness) or to the end 
(high sleepiness) of the drive, before the TOR. Table 1 presents the 
different numbers of segments tested for each segmentation level. 

The classification pipeline 

A pipeline was implemented in Python to perform the three tasks 
described above. Physiological signals were processed using the Neu-
rokit library (Makowski et al., 2021). To account for the physiological 
state of the participants before starting the driving experiment (baseline 
phase, see Fig. 3), 2 features were calculated for each physiological 
indicator:  

• Dr: The value of the physiological indicator during the considered 
time window while driving 

• Dr-Bl: The difference between the value of the physiological indi-
cator during the considered time window while driving and the value 
of the same indicator during the baseline phase (ΔDriving-Baseline). 

For each segmentation level (1, 2, 5, 10, 20, and 30) and each sce-
nario, 224 features corresponding to 112 physiological indicators (10 
from EDA, 74 from ECG, 21 from RESP, 7 from RSA) were calculated. 
Table 9 presents indicators calculated from each physiological signal. 
Features were normalised between the first quartile and third quartile of 
the data distribution (RobustScaler method (Pedregosa et al., 2011)). 
The top 20 features were selected based on univariate statistical tests of 
ANOVA (SelectKBest method (Pedregosa et al., 2011)), which were used 
to train three different ML algorithms: a random forest (RF), a neural 
network with one hidden layer (NN), and a k-nearest neighbors (KNN). 
They were implemented with the scikit learn framework (Pedregosa 
et al., 2011). 

A 5-times 4-fold cross-validation procedure was used to train and 
evaluate the ML models. At each iteration, the data set was randomly 
divided into a training set (80 %) and a test set (20 %). A 4-fold cross- 
validation with a grid search approach was employed on the training 
set (Mosteller and Tukey, 1968) to tune hyperparameters. The best 
model on the 4 folds was then evaluated on the test set. The mean 
weighted F1-score achieved by the 3 ML models over the 5 iterations is 
reported. In addition, the Shapley Additive exPlanations (SHAP) module 
(Lundberg and Lee, 2017) was used to return the 10 most predictive 
features for each classification task. 

Results 

Statistical analysis 

Except for the manipulation check, all the results from the statistical 
analysis are reported in Table 2, for all dependent measures. 

Manipulation check 

The statistical analysis showed a significant effect of mild sleep 
deprivation on sleepiness before the experiment, with the sleep- 
deprived drivers (M = 5.68, SD = 1.42) feeling more drowsy than the 
control group (M = 4.03, SD = 1.60; t(61) = -4.31, p < 0.001, d =
-1.09). No significant effect of experiment time was found on sleepiness 
before the experiment (t(61) = 0.63, p > 0.05, d = 0.16). 

Sleepiness 

A significant effect of sleep deprivation and time was found on 
sleepiness (see Table 2), which validates (H1a) and (H2a). During the 
experiment, sleep-deprived drivers felt sleepier (M = 6.04, SE = 0.24) 
than those who slept normally (M = 4.77, SE = 0.24). Participants also 
reported being sleepier after 30 min of conditionally automated driving 
(M = 5.61, SE = 0.18) than before (M = 5.20, SE = 0.18). In addition, a 
significant interaction effect of driving environment and time was found 
(see Table 2). In the rural environment, participants reported being 
sleepier after the drive (before the takeover; M = 5.95, SE = 0.21) than 
before (M = 5.05, SE = 0.21, t(59) =− 4.04, p < 0.001). However, they 
did not report a change of sleepiness before (M = 5.34, SE = 0.21) and 
after driving (before the takeover; M = 5.27, SE = 0.21, t(59) = 0.30, p 
> 0.05) in the urban one. This suggests that (H3a) is validated, but this 
is further discussed in section 5.4.4. 

Besides, a significant interaction effect of the driving environment 
and scenario order was found (see Table 2). Analysis of simple main 
effects revealed that sleepiness was significantly higher in the rural 
environment than in the urban one for participants who drove first in the 
urban scenario (F(1, 54) = 5.93, p < 0.05), but there was no difference 
in sleepiness between both environments for those who drove first in the 
rural scenario (F(1, 54) = 0.434, p > 0.05). 

Arousal and valence 

A significant interaction effect of driving environment and time was 
found on arousal (see Table 2). In the rural environment, participants 
reported to be less aroused after the drive (M = 2.14, SE = 0.09) than 
before (M = 2.44, SE = 0.09, t(59) = 2.77, p < 0.05), which validates 
(H2b). However, they did not report a change of arousal between before 
(M = 2.29, SE = 0.09) and after driving (M = 2.43, SE = 0.09, t(59) =
-1.30, p > 0.05) in the urban one. 

A significant effect of time was found on valence (see Table 2). 
Participants reported lower scores of valence after the drive (M = 3.49, 
SE = 0.08) than before (M = 3.61, SE = 0.08). This also validates (H2b). 
Besides, a significant interaction effect of driving environment and 
scenario order was found on valence (see Table 2). Nevertheless, plan-
ned comparisons did not show any significant differences between 

Table 1 
The number of segments tested for classification task 3.  

Segmentation level Nb. of segments 

5 1 
10 1 to 3 
20 1 to 6 
30 1 to 10  

Table 2 
Results of the statistical analysis, reported following this format: F-value (η2). 
Significant effects are shown in bold, with the corresponding p-value: * p < 
0.05, ** p < 0.01,  

Measures SD DE SO DE x SO Time DE x 
Time 

Sleepiness 14.35 
(0.20) 
*** 

1.59 
(0.03) 

3.21 
(0.05) 

4.79 
(0.07)* 

8.29 
(0.12) 
** 

8.11 
(0.12) 
** 

Arousal F < 1 2.28 
(0.04) 

1.43 
(0.02) 

3.53 
(0.06) 

3.53 
(0.06) 

4.88 
(0.08)* 

Valence 1,59 
(0.03) 

F < 1 F < 1 6.45 
(0.10)* 

6.45 
(0.10)* 

F < 1 

Tonic 
EDA 

F < 1 F < 1 2.95 
(0.05) 

7.23 
(0.12)* 

/ / 

NS-SCRs F < 1 F < 1 1.85 
(0.03) 

F < 1 / / 

SDNN F < 1 1.10 
(0.02) 

1.84 
(0.03) 

30.01 
(0.36) 
*** 

/ / 

LF/HF F < 1 F < 1 F < 1 F < 1 / / 
RSA F < 1 F < 1 7.26 

(0.12) 
** 

27.19 
(0.33) 
*** 

/ / 

*** p < 0.001. Interaction effects for which there were no significant effects on 
any measures are not displayed in this table. SD = Sleep Deprivation; DE = Driving 
Environment; SO. 
= Scenario Order. 
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conditions (p > 0.05). 
Other single and interaction effects were not significant, so (H1b) 

and (H3b) are refuted.. 

Physiological state of drivers 

All physiological indicators measured during baseline showed a 
significant effect as covariate, including the tonic EDA level (F(1, 54) =
152.53, p < 0.001, η2 = 0.71), frequency of skin conductance responses 
(F(1, 54) = 40.53, p < 0.001, η2 = 0.31), LF/HF (F(1, 54) = 83.67, p < 
0.001, η2 = 0.55), SDNN. 

pp (F(1, 54) = 117.51, p < 0.001, η2 = 0.58), and RSA (F(1, 54) =
411.60, p < 0.001, η2 = 0.82). 

A significant interaction effect of the driving environment and sce-
nario order was found on tonic EDA level (see Table 2), which can be 
seen in Fig. 5. Analysis of simple main effects revealed that tonic EDA 
level was significantly different between rural and urban scenarios for 
participants who drove first in the urban scenario (F(1, 54) = 4.69, p < 
0.05), but not for those who drove first in the rural scenario (F(1, 54) =
2.79, p > 0.05). Apart from these significant effects, no other significant 
effect was found on both EDA measures (p > 0.05). 

Regarding HRV measures, a significant interaction effect of the 
driving environment and scenario order was found on SDNN (see 
Table 2), which is shown in Fig. 6. Post-hoc comparisons revealed that 
for participants who drove first in the urban scenario, SDNN was higher 
in the rural scenario afterwards (t(54) = 3.01, p < 0.05), while for 
participants who drove first in the rural scenario, SDNN was higher in 
the urban scenario (t(54) = -4.72, p < 0.001). Otherwise, no other 
significant effect was found on HRV measures (p > 0.05). 

A significant effect of scenario order was found on RSA (see Table 2). 
RSA was higher for participants who drove first in the rural environment 
(M = 15.12, SE = 0.34) than those who drove in the urban environment 
first (M = 15.04, SE = 0.34). In addition, a significant interaction effect 
of driving environment and scenario order was found on RSA (see 
Table 2), which can be seen in Fig. 7. Post-hoc comparisons revealed that 
for participants who drove first in the urban scenario, RSA was higher in 
the rural scenario afterwards (t(54) = 3.15, p < 0.05), while for par-
ticipants who drove first in the rural scenario, RSA was higher in the 
urban scenario (t(54) = -4.21, p < 0.001). 

No other significant effect was found on RSA (p > 0.05), including 
the sleep deprivation and the driving environment alone. So (H1c) and 
(H3c) are refuted. 

Classification of drivers’ state using machine learning 

Classification tasks 1 and 2 

For each combination of signal(s), Table 3 and 4 shows the average 
F1-score (with standard deviation) achieved by ML models to predict 
drivers’ conditions (sleep deprivation and driving environment) over the 
5 iterations of the classification procedure. A segmentation level of 1 
was used, meaning that features used as inputs of ML models were 
computed from the entire signals (from the beginning of the scenario 

Fig. 5. Tonic EDA level (in µS) as a function of driving environment and sce-
nario order. Error bars represent the 95% confidence interval. 

Fig. 6. SDNN (in milliseconds) as a function of driving environment and sce-
nario order. Error bars represent the 95% confidence interval. 

Fig. 7. Mean of RSA estimates (in milliseconds) calculated with the Gates 
method, as a function of driving environment and scenario order. Error bars 
represent the 95% confidence interval. 

Table 3 
Effect of sensor fusion on average F1-score achieved by the model for classifi-
cation task 1 (sleep deprivation). Bold values indicate the best score achieved across 
all combinations of signals.  

Selected signal(s) Classifier F1-score (Mean (SD)) 

EDA NN 0.66 (0.10) 
ECG NN 0.69 (0.10) 
RESP NN 0.70 (0.07) 
EDA þ ECG NN 0.71 (0.06) 
ECG + RESP NN 0.68 (0.14) 
EDA + RESP NN 0.71 (0.10) 
EDA + ECG + RESP NN 0.70 (0.12)  
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until the takeover request). The Classifier column reveals the ML algo-
rithm that achieved the best accuracy. Besides, Tables 5 and 6 show the 
effect of segmentation (from 1 to 30) on the accuracy of ML models for 
predicting drivers’ conditions (sleep deprivation and driving environ-
ment). For each segmentation level, the best average F1-score (with 
standard deviation) achieved over the 5 iterations of the procedure is 
reported. In each case, the ML algorithm that achieved it, the input 
signals, and the number of samples used are reported. As the highest 
score achieved for the prediction of the driving environment is an F1- 
score of 0.81, (H3d) is validated because it is lower than previous 
similar research. This is discussed in section 5.4.3. 

Classification task 3 

Table 7 reports the best average F1-score (with standard deviation) 
achieved over the 5 iterations of the classification procedure. In each 
case, the ML algorithm that achieved it, the input signals, and the 
number of segments used are reported. The best score achieved is 0.69, 
which also refutes (H2c). 

This is discussed in section 5.4.4. 

Most predictive features 

Table 8 shows the 10 most predictive features used to achieve the 
best accuracy for each classification task. Feature rankings were calcu-
lated using the SHAP library once the best model had been trained and 
evaluated on the test set. 

Discussion 

Manipulation check 

Regarding the manipulation of sleep deprivation, a significant dif-
ference was found in self-reported sleepiness before starting the exper-
iment. The sleep-deprived group felt sleepier than the control group. 
These results validate the experimental design, as the aim was to test 
participants at times of similar alertness and to study the effect of mild 
sleep deprivation on the drivers’ state. 

Sleepiness 

The significant effect of sleep deprivation observed during the 
baseline phase was maintained throughout the rest of the experiment. 
Even though the sleep deprivation was mild, sleep-deprived drivers re-
ported being sleepier during conditionally automated driving than 
participants who slept normally. Thus, (H1a) is validated. 

Regardless of their experimental condition, drivers felt sleepier after 
only 30 min of conditionally automated driving. Thus, (H2a) is vali-
dated. While they only had to observe the vehicle’s environment and not 
perform the driving task, it confirms that the lack of engagement in a 
non-driving-related task can rapidly induce sleepiness. Data analysis 
revealed that drivers were particularly sleepier at the end of the rural 
scenario, but not after the urban one. We can thus argue that (H3a) is 
validated. This was mostly due to the monotonous nature of the rural 

Table 4 
Effect of sensor fusion on average F1-score achieved by the model for classifi-
cation task 2 (driving environment). Bold values indicate the best score achieved 
across all combinations of signals.  

Selected signal(s) Classifier F1-score (Mean (SD)) 

EDA RF 0.41 (0.06) 
ECG RF 0.49 (0.04) 
RESP RF 0.54 (0.07) 
EDA + ECG KNN 0.51 (0.16) 
EDA þ RESP NN 0.55 (0.08) 
ECG þ RESP KNN 0.55 (0.08) 
EDA + ECG + RESP RF 0.50 (0.10)  

Table 5 
Effect of segmentation on average F1-score achieved by the ML models for 
classification task 1 (sleep deprivation). Bold values indicate the best score achieved 
across all segmentation levels. F1-score = Mean (standard deviation). Segm. lvl =
Segmentation level.  

Segm. lvl Signal(s) Classifier F1-score Samples 

1 EDA + RESP NN 0.71 (0.10) 120 
2 EDA + RESP RF 0.84 (0.06) 240 
5 EDA NN 0.88 (0.03) 599 
10 EDA NN 0.95 (0.02) 1190 
20 EDA NN 0.98 (0.01) 2377 
30 EDA NN 0.99 (0.00) 3495  

Table 6 
Effect of segmentation on average F1-score achieved by the ML models for 
classification task 2 (driving environment). Bold values indicate the best score 
achieved across all segmentation levels. F1-score = Mean (standard deviation). Segm. 
lvl = Segmentation level.  

Segm. lvl Signal(s) Classifier F1-score Samples 

1 EDA + RESP NN 0.55 (0.08) 120 
2 ECG + RESP RF 0.66 (0.08) 240 
5 EDA + ECG NN 0.77 (0.02) 599 
10 EDA + ECG NN 0.75 (0.04) 1190 
20 EDA RF 0.81 (0.01) 2377 
30 EDA RF 0.85 (0.01) 3495  

Table 7 
Effect of segmentation on average F1-score achieved by the model for classifi-
cation task 3 (sleepiness). Bold values indicate the best score achieved across all 
segmentation levels. F1-score = Mean (standard deviation). Segm. lvl = Segmentation 
level. Nb. seg. = the number of segments for which the model achieved the best 
performance.  

Segm. lvl Signal(s) Nb. seg. Classifier F1-score 

5 EDA + ECG + RESP 1 RF 0.56 (0.07) 
10 ECG + RESP 3 RF 0.65 (0.04) 
20 EDA + RESP 4 RF 0.69 (0.05) 
30 EDA 5 RF 0.73 (0.05)  

Table 8 
The 10 most predictive features for each classification task (CT), sorted by 
ascending order. EDA = Electrodermal activity, SCR = Skin Conductance Response, 
SD = Standard deviation, (Bl) = Corrected with baseline.  

Rank CT1 ¡ Sleep 
deprivation 

CT2 ¡ Driving 
environment 

CT3 ¡ Sleepiness 

1 Mean Amplitude of 
SCRs 

Minimum tonic EDA 
level 

Maximum tonic EDA 
level (Bl) 

2 Minimum tonic EDA 
level (Bl) 

SD of raw EDA level Mean raw EDA level 
(Bl) 

3 SD of raw EDA level 
(Bl) 

Maximum raw EDA 
level 

SD of tonic EDA level 

4 Number of SCRs per 
minute (Bl) 

Minimum tonic EDA 
level (Bl) 

Maximum raw EDA 
level (Bl) 

5 Maximum tonic EDA 
level (Bl) 

Maximum tonic EDA 
level 

Number of SCRs per 
minute (Bl) 

6 Number of SCRs per 
minute 

Minimum raw EDA 
level (Bl) 

Number of SCRs per 
minute 

7 Minimum raw EDA 
level 

SD of tonic EDA level Maximum tonic EDA 
level 

8 Mean Amplitude of 
SCRs (Bl) 

SD of tonic EDA level 
(Bl) 

Mean tonic EDA level 
(Bl) 

9 Maximum raw EDA 
level (Bl) 

Maximum raw EDA 
level (Bl) 

Minimum tonic EDA 
level (Bl) 

10 SD of tonic EDA level 
(Bl) 

Number of SCRs per 
minute 

Mean Amplitude of 
SCRs (Bl)  
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Table 9 
Indicators calculated from raw physiological signals. Identical indicators 
computed from both ECG and respiration (RESP) signals are grouped together. 
IBIs = interbeat intervals (ECG); BBs = breath-to-breath cycles (RESP). NS-SCRs =
Non-Specific Skin Conductance Responses.  

Signal Indicator Domain Description 

EDA Mean raw EDA 
level  

The mean value of filtered EDA 
signal 

Min raw EDA 
value 

The minimum value of filtered EDA 
signal 

Max raw EDA 
value 

The maximum value of filtered 
EDA signal 

Std raw EDA 
value 

The standard deviation of filtered 
EDA signal 

Mean tonic EDA 
level 

The mean value of tonic EDA signal 

Max tonic EDA 
value 

The minimum value of tonic EDA 
signal 

Min tonic EDA 
value 

The maximum value of tonic EDA 
signal 

Std tonic EDA 
value 

The standard deviation of tonic 
EDA signal 

Mean amplitude 
of NS-SCRs 

The mean amplitude of NS-SCRs 
(computed from phasic EDA 
signal) 

Frequency of NS- 
SCRs 

The number of NS-SCRs per minute 
(computed from phasic EDA 
signal) 

ECG/ 
RESP 

Mean Rate Time domain The mean number of cardiac cycles 
per minute 

Mean The mean time of IBIs/BBs 
Median The median of the absolute values 

of the successive differences 
between adjacent IBIs/BBs 

MAD The mean absolute deviation of 
IBIs/BBs 

SD The standard deviation of IBIs/BBs 
SDSD The standard deviation of the 

successive differences between 
adjacent IBIs/BBs 

CV The Coefficient of Variation, i.e. 
the ratio of SD divided by Mean 

mCV Median-based Coefficient of 
Variation, i.e. the ratio of MAD 
divided by Median 

RMSSD The square root of the mean of the 
sum of successive differences 
between adjacent IBIs/BBs 

CVSD The coefficient of variation of 
successive differences; the RMSSD 
divided by Mean IBI 

LF Frequency 
domain 

The spectral power density 
pertaining to low frequency band 
(0.04 to.15 Hz) 

HF The spectral power density 
pertaining to high frequency band 
(0.15 to 0.4 Hz) 

LF/HN The ratio of LF to HF 
SD1 Non-linear 

domain 
Measure of the IBIs/BBs spread on 
the Poincare plot perpendicular to 
the line of identity (short-term 
fluctua- 
tions) 

SD2 Measure of the IBIs/BBs spread on 
the Poincare plot along the line of 
identity (long-term fluctuations) 

SD2/SD1 Ratio between long and short term 
fluctuations of IBIs (SD2 divided by 
SD1) 

ApEn Approximate entropy 
ECG pNN50 Time domain The proportion of successive IBIs 

greater than 50 ms, out of the total 
number of IBIs 

pNN20 The proportion of successive IBIs 
greater than 20 ms, out of the total 
number of IBIs  

Table 9 (continued ) 

Signal Indicator Domain Description 

TINN The baseline width of IBIs 
distribution obtained by triangular 
interpolation 

HTI The HRV triangular index, 
measuring the total number of IBIs 
divided by the height of the IBIs 
histogram 

IQR The interquartile range (IQR) of 
the RR intervals 

SDNNI1(2) The mean of the standard 
deviations of RR intervals 
extracted from 1(2)-minute(s) 
segments of time series data 

SDANN1(2) The standard deviation of average 
RR intervals extracted from 1(2)- 
minute(s) segments of time series 
data 

VHF Frequency 
domain 

Variability, or signal power, in very 
high frequency (0.4 to 0.5 Hz) 

LFn The normalised low frequency, 
obtained by dividing the low 
frequency power by the total 
power 

HFn The normalised high frequency, 
obtained by dividing the low 
frequency power by the total 
power 

LnHF The log transformed HF 
CSI Non-linear 

domain 
The Cardiac Sympathetic Index 

CVI The Cardiac Vagal Index 
CSI modified The modified CSI obtained by 

dividing the square of the 
longitudinal variability by its 
transverse variability. 

S Area of ellipse described by SD1 
and SD2 

SampEn Sample entropy 
PIP Percentage of inflection points of 

the RR intervals series. 
IALS Inverse of the average length of the 

acceleration/deceleration 
segments 

PSS Percentage of short segments 
PAS Percentage of IBIs in alternation 

segments 
GI Guzik’s Index 
SI Slope Index 
AI Area Index 
PI Porta’s Index 
C1d/C1a Indices of respectively short-term 

HRV deceleration/acceleration 
SD1d/SD1a Short-term variance of 

contributions of decelerations and 
accelerations 

C2d/C2a Indices of respectively long-term 
HRV deceleration/acceleration 

SD2d/SD2a Long-term variance of 
contributions of decelerations and 
accelerations 

Cd/Ca Total contributions of heart rate 
decelerations and accelerations to 
HRV 

SDNNd/SDNNa Total variance ofcontributions of 
heart rate decelerations and 
accelerations to HRV 

DFA alpha1 (2) The monofractal detrended 
fluctuation analysis of the HR 
signal corresponding to short 
(long)-term correlations 

DFA alpha1 (2) 
ExpRange 

Range of singularity exponents, 
corresponding to the width of the 
singularity spectrum from the 
monofractal detrended fluctuation 
analysis of the HR signal, 
corresponding to short(long)-term 
correlations 

(continued on next page) 
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environment, which had no traffic and a slightly changing landscape 
throughout the scenario (Thiffault and Bergeron, 2003b; Jarosch et al., 
2019). In contrast, the urban scenario may have been more stimulating 
because of other road users (cars and pedestrians), a regularly changing 
trajectory, and different buildings throughout the drive. 

Interestingly, participants who drove first in the urban environment 
reported being sleepier in the rural environment later. The higher 
complexity of the urban environment might have increased the feeling 
of sleepiness in the second part of the experiment. Driving in the urban 
area first might be more critical for drivers’ state afterwards. Attention 
should be paid to the scenario order in further research. 

Affect 

In link with results obtained on sleepiness, participants reported 
being less aroused after 30 min of conditionally automated driving, 

specifically in the monotonous rural scenario. Besides, no effect of sleep 
deprivation or driving environment was found on subjective measures of 
arousal. This was further investigated through statistical analysis and 
classification tasks with objective physiological measures. 

With regard to drivers’ valence, the statistical analysis revealed that 
drivers were more negative after driving than before. This might also be 
explained by the monotonous nature of the experiment. Indeed, it might 
have been perceived as boring by participants, who might have expected 
to take over more often and perform more activities during the ride. To 
summarize, (H2b) is validated, whereas (H1b) and (H3b) are refuted. 

Drivers’ physiological state 

Inter-subjects variability 

The statistical analysis revealed a significant effect of baseline as 
covariate for the selected physiological measures. This means that there 
was high variability in the physiological state among drivers at rest, 
which may be due to extraneous individual differences (Cacioppo et al., 
2007). This suggests that it is relevant to take into account the physio-
logical state at rest to evaluate accurately the driver’s state while 
driving. This has been done through feature engineering in the classi-
fication pipeline implemented in this study (explained in section 3.7.2). 

Sleep deprivation 

Statistical analysis revealed no significant effect of sleep deprivation 
on the selected physiological measures, though a significant effect was 
found on self-reported measures. It means that (H1c) is refuted. 
Whereas previous research showed that the selected measures are 
appropriate for measuring changes in physiological state related to sleep 
deprivation (Posada-Quintero et al., 2017; Liu et al., 2015; Burton et al., 
2010; Chua et al., 2012; Schmitt et al., 2015), sleep deprivation might 
have been too mild to see an effect on the drivers’ physiological state. 
Also, indicators were calculated from signals corresponding to the entire 
duration of a scenario (30 min). The effect of sleep deprivation might 
have faded over time and so the values measured between the experi-
mental groups were close. 

This is confirmed by the low accuracy achieved by ML models with a 
segmentation level of 1. It revealed that sleep deprivation could be 
predicted with only 71 %-accuracy from features calculated over the 
entire driving period. Sensor fusion did not significantly increase the 
performance of the model. However, signal segmentation increased the 
model accuracy. Indeed, sleep deprivation could be predicted with an 
accuracy of 99 % using a segmentation level of 30 and the EDA signal as 
the unique input of a neural network. This means it was easier to predict 
sleep deprivation using EDA features calculated from 30 windows of 1- 
minute, rather than one large 30-minute window. Segmentation pro-
vides the model with a greater amount of information (more training 
samples), but also with a greater quality of information in having more 
details on the evolution of the driver’s state over time. However, pre-
vious research showed that the smallest window does not necessarily 
yield the best model performance (Meteier et al., 2021a). The score 
achieved in this study can serve as the baseline for further research as no 
previous studies predicted sleep-related fatigue alone from physiological 
signals using ML. 

The post-hoc analysis on feature importance revealed that the fre-
quency and amplitude of non-specific skin conductance responses were 
found among the ten most predictive features (see column CT1 in 
Table 8). This is consistent with the findings of Rault et al. (2019) who 
found that phasic EDA features are relevant indicators of sleep 
deprivation. 

Driving environment and scenario order 

Regarding the tonic EDA level as a measure of drivers’ arousal, 

Table 9 (continued ) 

Signal Indicator Domain Description 

DFA alpha1 (2) 
DimRange 

Range of singularity dimensions, 
corresponding to the height of the 
singularity spectrum from the 
monofractal detrended fluctuation 
analysis of the HR signal, 
corresponding to short(long)-term 
correlations 

DFA alpha1 (2) 
ExpMean 

Mean of singularity exponents 
from the monofractal detrended 
fluctuation analysis of the HR 
signal, 
corresponding to short(long)-term 
correlations 

DFA alpha1 (2) 
DimMean 

Mean of singularity dimension 
from the monofractal detrended 
fluctuation analysis of the HR 
signal, 
corresponding to short(long)-term 
correlations 

ShanEn Shannon entropy 
FuzzyEn Fuzzy entropy 
MSE Multiscale entropy 
CMSE Composite multiscale entropy 
RCMSE Refined composite multiscale 

entropy 
CD Correlation dimension 
HFD Higuchi’s Fractal Dimension of the 

HR signal 
KFD The Katz’s Fractal Dimension of 

the HR signal 
LZC The Lempel-Ziv complexity of the 

HR signal 
RESP Mean amplitude Time domain The mean respiratory amplitude. 

Phase Duration 
Inspiration 

The average inspiratory duration 

Phase Duration 
Expiration 

The average expiratory duration 

Phase Duration 
Ratio 

The inspiratory-to-expiratory time 
ratio (I/E) 

RSA Mean (P2T)  Mean of RSA estimates (peak-to- 
trough method) 

Mean Log (P2T) The logarithm of the mean of RSA 
estimates (peak-to-trough method) 

SD (P2T) The standard deviation of all RSA 
estimates (peak-to-trough method) 
31 

Mean (Gates) Mean of RSA estimates (Gates 
method) 

Mean Log 
(Gates) 

The logarithm of the mean of RSA 
estimates (Gates method) 

SD (Gates) The standard deviation of all RSA 
estimates (Gates method) 

PorgesBohrer The Porges-Bohrer estimate of 
RSA, optimal when the signal to 
noise ratio is low, in ln(mŝ2)  
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results showed that it was consistently higher in the second scenario, 
regardless of which scenario participants drove first (see Fig. 5). Even 
when driving in the rural environment after the urban one, the arousal 
kept increasing, though one could have thought that the arousal would 
have decreased since the rural scenario after can be considered as 
monotonous. Drivers did not perform actively the driving task but the 
sole task of monitoring the environment is still arousing. The increase of 
arousal in the second scenario might also be explained by the takeover 
request received at the end of the first scenario. It might have induced an 
increase in arousal, which lasted later on during the second scenario. 
This should be considered for further research in driver’s state evalua-
tion, especially for long periods of automated driving. 

Regarding SDNN and RSA as measures of parasympathetic activity, 
the significant effect of driving environment and scenario order also 
showed a greater parasympathetic dominance in the second part of the 
experiment, regardless of which scenario was presented first. This might 
correspond to an increased fatigue experienced by drivers after one hour 
of monotonous automated driving. As the driving environment alone 
did not influence significantly the drivers’ physiological state, (H3c) is 
refuted. 

The classification task with ML techniques confirms that no signifi-
cant effect of the driving environment was found in the statistical 
analysis. Indeed, only 55 %-accuracy could be achieved by the model 
with a segmentation level of 1, using the three signals. Sensor fusion 
slightly improved the performance of the model. For this classification 
task, segmentation also improved model performance, as 85 %-accuracy 
was achieved with the only EDA signal and a segmentation level of 30. 
The difference detected by the model between the two conditions may 
come from the complexity of the urban environment and its dynamic 
character (traffic with more changing factors), compared to the 
monotonous aspect of the rural environment. The urban environment 
could also induce an increase in mental load (Lyu et al., 2017) and/or 
stress (Healey and Picard, 2005), which may be reflected in the physi-
ological features. 

The accuracy achieved in this study is lower than the one obtained by 
Healey and Picard (2005) or Chen et al. (2017), as assumed in (H3d). 
They used data collected in real-driving conditions to train ML models, 
which might increase driving stress. Indeed, a danger or accident cannot 
really happen in the simulation, which might play a role in physiological 
activation. Besides, results are close to those obtained by Darzi et al. 
(2018) who predicted with 86.8 %-accuracy the driving environment 
(highway vs. town) only from physiological signals in a driving simu-
lator. Unlike these previous studies in which drivers had to drive 
manually, the car drove in conditional automation in this experiment. 
Even though drivers were not actively driving and only had to observe 
the environment, results show that similar performance can be achieved 
to evaluate the physiological change induced by the environment at L3- 
SAE, compared to manual driving. 

Sleepiness 

The prediction of sleepiness proved to be the most complicated task 
to accomplish for ML algorithms. The best classifier was able to predict 
sleepiness towards the end of the monotonous rural scenario with 73 
%-accuracy. The best model used EDA features calculated from the first 
and last five 1-minute segments of the drive (segmentation level of 30). 
The physiological state of the drivers may have changed a little after 30 
min of automated driving, but not enough to bring the model close to 
100 %-accuracy. It suggests that some drivers would still be alert enough 
and potentially ready to take over control, despite low engagement 
during a 30-minute period of conditionally automated driving. It should 
be tested whether the model performance would increase as car travel 
time increases. In fact, a recent study showed that 50 min of monotonous 
driving could already affect drivers’ takeover quality (Jarosch et al., 
2019). The accuracy achieved is far from the one achieved in previous 
L2-SAE studies (Kundinger and Riener, 2020; Kundinger et al., 2020), 

which refutes (H2c). The duration of the scenarios (30 vs. 45 min), the 
experiment hour (at times of low alertness in previous studies), and 
other limitations (see below) can explain this difference. Further 
research should be conducted to confirm whether a decrease in alertness 
can be detected more accurately with physiological signals and ML 
techniques at L3-SAE driving. 

Limitations and further work 

This study includes several limitations which are discussed here. 
Even though the statistical analysis revealed that sleep-deprived par-
ticipants felt more drowsy before driving, some of them might not have 
respected instructions to reduce their sleep. This could be addressed by 
using a sleep tracker to get an objective measure of sleeping time and 
make sure participants respected the instructions. 

In this study, a driving simulation was used since it is the safest way 
to experimentally manipulate driver fatigue without endangering the 
driver while providing environments very similar to real-world driving 
scenarios. However, results obtained in this study should be replicated 
by other studies in real driving situations at L3-SAE. Besides, the ML 
model predicting the driving environment might have been affected by 
problems encountered in the urban environment. Some participants had 
to take over control without the car requesting to do so, because of a 
collision with another car or a wrong autopilot trajectory. It may have 
contributed to keeping the affected drivers more alert in this scenario 
and induced more noise in the collected physiological data. In addition, 
some participants were surrounded by machine noises, which may have 
also affected their physiological state and slightly skewed the results. 

As further work, other machine or deep learning algorithms, espe-
cially those efficient on time series data, could be tested to increase the 
accuracy obtained in this study or perform a finer-grained analysis to 
find factors related to safety issues (Mirzahossein et al., 2022). Regres-
sion techniques could also be applied to physiological data to obtain a 
finer evaluation of the drivers’ sleepiness level using KSS as ground 
truth. Predictions of ML models implemented in this study could be used 
to alert the driver when a large change in physiological arousal is 
detected. Based on that, an intelligent system could send a salient 
warning if the driver’s physiological state is critical. Also, the human- 
vehicle interaction could be adapted implicitly by sending biofeedback 
adapted to the drivers’ state (calming or stimulating music, cold or 
warm light, etc..) (Capallera et al., 2021; Daher et al., 2021; de Salis 
et al., 2020). 

Conclusion 

To understand how fatigue and driving environment play a role in 
the driver’s physiological state specifically in conditionally automated 
driving (L3-SAE), a driving simulator study was conducted with 63 
drivers. The vehicle drove in two different environments (rural vs. 
urban) for 30 min each, with the rural environment inducing sleepiness. 
Drivers had to take over control when requested by the car, which 
occurred at the end of each scenario. Half of the subjects were mildly 
sleep-deprived the night before the experiment and slept less than six 
hours. 

Participants reported being subjectively sleepier and less aroused 
after 30 min of automated driving in the monotonous scenario, and 
sleep-deprived drivers reported to be sleepier before and after the drive. 
Regarding drivers’ physiological state, the statistical analysis did not 
reveal a significant effect of sleep deprivation and driving environment 
on selected physiological measures. However, classification tasks with 
ML techniques showed that mild sleep deprivation, driving environment 
(rural vs. urban), and sleepiness could be respectively predicted with 99 
%, 85 %, and 73 %-accuracy. The low accuracy achieved for sleepiness 
prediction suggests that not all drivers are drowsy after only 30 min of 
conditionally automated driving. EDA features calculated from multiple 
1-minute segments yielded the best results. Segmentation increased the 
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accuracy of ML classifiers. Some of the most relevant physiological 
features for predicting the manipulated factors are also reported in this 
work. In particular, the majority of the most predictive features of fa-
tigue (sleep deprivation and sleepiness) were corrected with baseline, 
which might be useful for further research. 

The results highlight that certain factors such as the type of envi-
ronment, drowsiness or sleep deprivation, however mild, can be detec-
ted using ML techniques and physiological data. Robust and continuous 
driver assessment is necessary to reduce the number of accidents on the 
roads. European regulations align with this since new vehicles sold on 
the market now must be equipped with driver drowsiness and attention 
warning systems. The latter often use facial analysis (eyelid opening, for 
example) and steering wheel movement as input data, but they are not 
relevant for measuring the driver’s state at levels 3 or 4 of automation as 
the driver does not perform the driving task anymore. This empirical 
study therefore encourages car manufacturers to incorporate the mea-
surement of physiological indicators into the design of smart driver 
assessment systems, to warn drivers in good time before critical situa-
tions arise. 
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