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Figure 1: Screenshot of our intelligent writing support system: students write case solutions to legal problems and receive
intelligent writing support based on three trained transformer models. The error-based learning helps students improve their
skills in writing persuasive and structured case solutions in the appraisal style.

ABSTRACT
Novice students in law courses or students who encounter legal
education face the challenge of acquiring specialized and highly
concept-oriented knowledge. Structured and persuasive writing
combined with the necessary domain knowledge is challenging for
many learners. Recent advances in machine learning (ML) have
shown the potential to support learners in complex writing tasks.
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To test the effects of ML-based support on students’ legal writing
skills, we developed the intelligent writing support system Legal-
Writer. We evaluated the system’s effectiveness with 62 students.
We showed that students who received intelligent writing support
based on their errors wrote more structured and persuasive case
solutions with a better quality of legal writing than the current
benchmark. At the same time, our results demonstrated the positive
effects on the students’ writing processes.

CCS CONCEPTS
• Applied computing → Law; • Computing methodologies →
Machine learning.

s
o
u
r
c
e
:
 
h
t
t
p
s
:
/
/
d
o
i
.
o
r
g
/
1
0
.
2
4
4
5
1
/
a
r
b
o
r
.
2
2
0
8
5
 
|
 
d
o
w
n
l
o
a
d
e
d
:
 
2
7
.
9
.
2
0
2
4

https://orcid.org/0000-0001-7480-8828
https://orcid.org/0000-0002-7440-9357
https://orcid.org/0000-0002-4794-395X
https://orcid.org/0000-0002-1347-8252
https://creativecommons.org/licenses/by-nd/4.0/
https://creativecommons.org/licenses/by-nd/4.0/
https://doi.org/10.1145/3613904.3642743
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3613904.3642743&domain=pdf&date_stamp=2024-05-11


CHI ’24, May 11–16, 2024, Honolulu, HI, USA Florian Weber, Thiemo Wambsganss, Seyed Parsa Neshaei, and Matthias Söllner

KEYWORDS
Writing support systems, Learning systems, Adaptive learning,
Learning from errors, Legal education

ACM Reference Format:
FlorianWeber, ThiemoWambsganss, Seyed Parsa Neshaei, andMatthias Söll-
ner. 2024. LegalWriter : An Intelligent Writing Support System for Structured
and Persuasive Legal Case Writing for Novice Law Students. In Proceedings
of the CHI Conference on Human Factors in Computing Systems (CHI ’24),
May 11–16, 2024, Honolulu, HI, USA. ACM, New York, NY, USA, 23 pages.
https://doi.org/10.1145/3613904.3642743

1 INTRODUCTION
Within the intricate landscape of our legal system, the imperative
to grasp and agree on a cohesive legal interpretation is crucial.
This foundational process depends on the adeptness of judges and
lawyers to effectively communicate their decisions. Whether ar-
ticulated through the spoken word in courtrooms or meticulously
penned in legal opinions, briefs, or judgments, the art of persua-
sive communication within the legal realm assumes unparalleled
significance. Specifically, legal opinion writing plays a pivotal role
in the skill set of legal professionals, serving as the foundation
upon which the entire structure of legal dispute resolution relies.
As such, how legal experts articulate and defend their perspectives
takes center stage, manifesting as a dynamic interplay of diverse
approaches. While in America, the "IRAC formula"1 is a reference
to teach legal opinion writing to students [48], countries like China
and Germany use the "appraisal style" [44], whereas, for instance,
France uses the "cas pratique" [5].

Learning to write legal opinions poses significant challenges not
only for novices in law school but also for students from other dis-
ciplines who must learn the fundamentals of law, such as business
students. As part of their training, students are typically challenged
to solve legal problems or case studies as persuasive and structured
case solutions [5, 21]. Out of the initial group of first-semester
law students at a prestigious university in Germany, 70% reported
difficulties when tackling a legal case solution and grasping legal
terminology [64]. To write a persuasive and structured legal case
solution, a student must follow the structural requirements of the
style and justify one’s derived results argumentatively via legal
claims and premises (see Section 2.1). Researchers, particularly in
educational technology, have developed systems to support stu-
dents with persuasive and structured writing [50, 76, 78]. However,
these systems are of limited interest to law students because the
writing and argumentation style in law differs from the general
argumentation style due to domain-specific nuances. Legal argu-
mentation adheres to the appraisal style [67]. At the same time,
it is essential to argue based on the facts that arise from the legal
problem. Both requirements, the clearly defined structure and the
closeness to the facts of the legal issue, are peculiar to the argu-
mentation in jurisprudence and differ from the generally accepted
requirements of a qualitative argumentation (e.g., [69]).

Researchers and educators claim that the targeted use of IT solu-
tions in law education falls short of expectations [8]. The literature
concerning legal writing in law courses supports this assertion.

1IRAC is an acronym that stands for issue, rule, application, and conclusion. It serves
as a methodology for solving and analyzing legal problems.

Only a few systems, such as CATO 2 [4] and a template-based
argument mediation system (ArguMed) [73] are presented. The
existing systems train law students’ argumentation and writing
skills through examples [4] or by presenting exemplary valid ar-
guments [73]. However, none of the currently available systems
assist students in writing persuasive and structured case solutions.
One way to support students in writing persuasive and structured
case solutions in appraisal style is to develop an intelligent writ-
ing support system based on machine learning (ML) models. For
many tasks, such intelligent writing support systems are already
used successfully [85], such as improving students’ grammar [33],
writing more emphatic peer reviews [81], or supporting creative
story writing [14]. Writing support systems are also becoming in-
creasingly important for tasks like argumentation due to continual
advancements in ML and natural language processing (NLP) [75].
Researchers in NLP and ML have already developed algorithms for
identifying argumentation structures in unstructured texts and pro-
viding feedback for improvement [41, 77]. Even though there are
several algorithms for analyzing text in the legal field for classifying
judgments [70], summarizing legal texts [29], and assessing jury
verdicts [56], among many others, only a few algorithms specifi-
cally help students write persuasive and structured case solutions
[83]. Recent research has also shown that large language models
(LLMs) have performed remarkably in many NLP tasks, including
commonsense reasoning [35], text comprehension [68], and text
translation [57]. However, the current LLMs still fail at several
procedures (e.g., [25]) in the legal domain. For example, LLMs still
fail to summarize court decisions [17] exactly. Furthermore, Choi
et al. [13] show that ChatGPT, a conversational user interface for
the GPT-3.5 LLM from OpenAI, consistently exhibited errors when
composing legal texts. According to them, ChatGPT’s legal writing
tends to be slightly lower quality than the legal writing produced
by the average law student, based on grade comparisons [13]. LLMs
have not demonstrated impressive performance overall in legal
education and may benefit from a more rigorous evaluation process
when handling legal texts.

Given the potential of applying NLP and ML for identifying
structural components in texts, we designed and built LegalWriter.
LegalWriter is an ML-based writing support system that provides
students with intelligent support for writing persuasive and struc-
tured case solutions. Our objective was to investigate whether a
system that provides students with individual support based on
their writing errors helps them write more persuasive and struc-
tured case solutions in the legal domain. To implement the system,
we followed two development approaches to create a user-centered
design for LegalWriter for learners in law courses. First, we took a
theory-driven approach and systematically reviewed the literature
on educational technology and pedagogical theories to derive re-
quirements for an initial design of LegalWriter [19, 74]. Second, we
followed a user-centered design approach where we interviewed
ten law students from several universities to derive user require-
ments for an adaptive learning system for law education. To create
an advanced machine learning system, we underwent a process of
training and refining three Transformer-based BERT models. We
used these models to assess the conformity to appraisal styles and

2CATO is a learning system for case-based argumentation tasks.
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the utilization of arguments, along with their interconnectedness
within case solutions. We conducted this assessment using the cor-
pus of student-written legal case solutions by Weber et al. [83].
These models served as LegalWriter’s underlying feedback algo-
rithm. Based on the feedback algorithm, LegalWriter offers users
individual writing support based on natural errors3, providing an
adaptive learning dashboard for producing persuasive and struc-
tured case solutions and directing students toward more persuasive
and structured case solutions through personalized recommenda-
tions (see Figures 3 and 1).

To assess the impact of LegalWriter on students’ ability to de-
velop persuasive and structured case solutions in the appraisal style,
we raised and answered two research questions:

RQ1: How effective is an intelligent version of LegalWriter in
supporting novice students in writing persuasive and structured case
studies compared to a non-ML-based version of LegalWriter?

RQ2: How do novice students perceive the user experience and the
learning process during the interaction with an intelligent version of
LegalWriter compared to a non-ML-based version of LegalWriter?

To answer our research questions, we assessed the impact of
LegalWriter on students’ ability to develop persuasive and struc-
tured case solutions in the appraisal style. We evaluated our learn-
ing system in a scenario where students wrote case solutions to a
legal problem. We compared LegalWriter to a benchmark system
that reflects state-of-the-art legal writing instructions and standard
IT support [4]. In an online experiment with 62 students, we ob-
served that the participating students using the intelligent version
of LegalWriter wrote their legal opinions with a higher quality of le-
gal argumentation and a more accurate structure than the students
in the control group. Furthermore, the results indicated a positive
user interaction measure in the perceived feedback accuracy of the
system and enjoyment, as well as the intrinsic motivation of students
using LegalWriter in the treatment group compared to students
using LegalWriter in the control group.

Our work makes five significant contributions. First, we develop
a conceptualization for ML-based writing support for law. Sec-
ond, we provide new design insights for the HCI community, legal
tech, and computer-assisted learning in law. Third, we contribute
to pedagogy by showing that incorporating learning from errors
in conjunction with ML-based feedback is effective [46]. Fourth,
we demonstrate the effectiveness of ML-based feedback from an
empirical and qualitative side by conducting a field experiment.
Fifth, we contribute to legal education and other fields by showing
that ML-based learning systems can be trained at scale for typical
pedagogical scenarios.

2 RELATEDWORK AND CONCEPTUAL
BACKGROUND

2.1 Legal Appraisal Style
Legal education has specialized characteristics, and students must
process the specialized knowledge of jurisprudence and concept-
driven knowledge [21]. Conceptual knowledge includes various
argumentation schemes or particular styles to write a case solution.

3Natural errors occur during the application of complex skills without being prevented
or promoted [88].

In the English-speaking areas, the thinking and writing styles in-
clude the IRAC formula [48] and the HIRAC formula4 [31]. Among
themost critical concepts of German jurisprudence are the appraisal
and judgment styles [67, 70]. Since the term appraisal style is pe-
culiar to the German legal language, there is no direct equivalent
in English. The appraisal style is "the form and writing style of a
legal opinion" [67]. The appraisal style helps solve complex legal
problems and always starts with a question, the so-called major
claim [67]. Thus, the clarity of the legal issue is the most signif-
icant difference between the two styles. Complex problems use
the appraisal style, while unambiguous problems use the judgment
style. Students must solve these legal problems or case studies as
persuasive and structured case solutions [21]. In a case solution, the
correct application of the appraisal style is the basis for writing a
structured and persuasive legal opinion. The appraisal style, unlike
the judgment style, consists of four components: major claim, defi-
nition, subsumption, and conclusion [60, 82]. Table 1 briefly explains
the four elements of the appraisal style. Table 13 in the Appendix
provides more examples of each component.

2.2 Writing Support and Learning Systems for
Legal Writing

Educational institutions like universities face the challenge of teach-
ing structural writing. This fact is partially due to external pressures
to complete the core curriculum, so there are limited opportunities
to practice persuasive and structured writing [32]. This lack is true
even for topics where the curriculum mandates persuasive and
structured writing, like law or logic, where time and availability
constraints limit the teachers’ ability to teach persuasive and struc-
tured writing. As a result, researchers and educators are calling
on the education system to increase the role of developing persua-
sive and structured writing and argumentation [20]. Consequently,
research groups have developed systems to support students in
persuasive and structured writing. These systems have appeared in
various fields, such as science [50], conversational argumentation
[16, 80], business reporting [78], and online debates [89]. However,
researchers and legal educators note that the use of IT systems in
legal education falls short of expectations [8]. Nevertheless, some
systems help students learn persuasive and structured legal writ-
ing. Most of these systems employ methods of argument diagram-
ming (representational guidance approach). It provides students
with representations of their reasoning structures to support their
reasoning. A typical example is helping students represent their
reasoning structure with node and link graphs [53, 58]. Pioneer-
ing work in the legal field has shown that argument diagramming
can improve students’ ability to make high-quality arguments and
the coherence of law students’ persuasive and structured writing
[11, 27, 61, 62]. Pinkwart et al. [53] have developed the LARGO sys-
tem (Legal Argument Graph Observer), which allows law students
to display examples of legal interpretations with hypothetical ar-
guments graphically. Besides the diagram argumentation systems,
there are a few other systems, such as CATO5 [6]. This system
assists students in argumentation with cases by teaching them to

4HIRAC is an acronym for heading, issue, rule, application, and conclusion. It serves
as a methodology for solving and analyzing legal problems.
5CATO is a learning system for case-based argumentation tasks.
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Table 1: Essential elements of a legal opinion in appraisal style [44, 67, 83]. Explanation of the various elements and an example
from a student-written case solution. To facilitate communication, we translated the case solution from German into English.

Components Example
Major Claim: The major claim explains the elements of the
offense that are to be fulfilled. It raises a question or possible
consequence. The question is answered in the further steps
and concludes in the final step.

H could be entitled to payment for the air purifier if
a purchase agreement between H and R was valid.

Definition: The definition determines the constituent ele-
ments that must occur in the legal problem so that the case
solution can conclude. The elements always depend on the
question raised in the major claim.

An offer could lie in the mail from R to H. An offer
is a declaration of intent that must be received and
contains all the elements of a contract.

Subsumption (premise and legal claim): The subsumption
examines the extent of the conditions (elements) of the
definition. It weighs the facts of the case against the pre-
conditions from the definitions and the premises. Legal
consequences are drawn from the premises, so-called legal
claims.

R has sent the mail to the electronics retailer, who has
received it. R did not state the purchase price but said
he wanted to buy the folder for the usual conditions.
In this respect, it can be assumed from the objective
recipient’s horizon that R would like to purchase the
item for $125.

Conclusion: The conclusion is the answer to the major
claim. Thus, the case solution reaches a final result here.

Thus, R has made an offer of $125 to H.

compare their arguments with given cases and offer existing argu-
ments to improve their own solution (discussion scripting approach)
[4, 6].

2.3 Individual Error-Based Learning
We rely on the literature on error-based learning to guide the de-
sign and development of our intelligent writing support system
[23, 47, 88]. This foundational concept facilitates enhancing legal
writing skills among novice law students [22, 49]. Practice and ap-
plication play a crucial role in learning and acquiring skills [22].
Typically, law students need to solve various cases to internalize
legal argumentation and appraisal style. In lectures, students learn
the basic skills for solving cases and get examples from the lec-
turer. Due to the time commitment and the abundance of content
that they must master, students rarely receive individual feedback
on their cases from lecturers. Research shows that practicing a
skill through repeated attempts improves it and eventually leads
to mastery [49]. However, errors are bound to occur during these
repeated exercises, especially for less experienced novice students.
Current research shows how errors followed by corrective feedback
can support learning [46, 88]. Wong and Lim [88] distinguished
between the approaches of prevention, permission, and promotion
of errors. The error-allowance approach permits learners to make
mistakes naturally, which corrective feedback can improve [43, 55].
Corrective feedback is particularly efficient when given promptly
and based on individual errors [23, 30]. For students in law courses
and other students interested in writing persuasive and structured
case solutions, we would like to create an environment that al-
lows them to improve their skills to solve legal problems and write
persuasive and structured case solutions. In this learning environ-
ment, we permit natural mistakes from which students can learn
[47]. Error learning theory, or allowing errors to occur, assumes
that errors have an activating effect and endow an alternative path
to reaching the correct solution [37]. In addition, errors generate

increased attention, enhancing the effectiveness of subsequent cor-
rective feedback. Also, learners pay more attention to corrective
feedback after making an error since they are curious to get the
correct answer [55].

3 DESIGN OF LEGALWRITER
To investigate how an intelligent writing support system can in-
fluence persuasive and structured case solution writing, we devel-
oped LegalWriter. LegalWriter6 relies on the theory of error-based
learning on one side and scaffolding approaches on the other. An
ML-based adaptive feedback algorithm provides the underlying
back-end to help students with feedback at their individual skill
levels. An overview of the basic concept of LegalWriter appears in
Figure 2.

3.1 Literature Requirements and User
Requirements

3.1.1 Literature Requirements: We developed a theory-driven
and user-centered writing support system using two strategies: a
rigorous theory-driven approach and a user-centered approach. For
the theory-driven approach, we used the Webster and Watson [86]
and Vom Brocke et al. [74] methods to derive specific theoretical
requirements for the design of an intelligent writing support sys-
tem (e.g., [19]). To achieve this design, we followed two literature
streams. First, we analyzed the literature on writing support sys-
tems to find out how they can be effective. In the second step, we
analyzed the literature on technology-based learning to understand
how to accomplish effective learning. To create an effective learning
and support system, we finally explored the constructivist theory
of error-based learning (see Section 2.3). Further literature related
to the theoretical consideration of our systems is in the fields of
immediate [9, 38] and adaptive feedback [30]. Furthermore, we

6LegalWriter’s interaction appears in a video:
https://www.youtube.com/watch?v=xqennT2AFqU.
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Figure 2: Basic concept of LegalWriter: Students complete a case solution writing exercise and are guided to write more
persuasively through intelligent feedback and recommendations. For the feedback and the recommendations, we trained
various BERT models based on the corpus of student-written case solutions from [83].

incorporated the theory of scaffolding to provide students with
a clearly structured learning process and to help them improve
their solutions in a self-directed way [10, 88]. The scaffolding ap-
proach is especially critical for novices, as they need more guidance
for writing than more experienced students. In addition, we fol-
lowed established learning methods from legal theory [48, 67] and
case-based learning [21]. We aligned the systemwith an experience-
based learning approach to provide an environment where students
can practice their skills continuously and learn individually from
their errors [12, 46]. In the next step, we translate all the require-
ments from the literature into meta-requirements (MR) (see Table
2). These MRs help us translate the knowledge from the theory into
the descriptions for our artifact [19, 28].

3.1.2 User Requirements: In addition to the theory-driven ap-
proach, we applied a user-centered approach to customizing the
system to the preferences of the future target group. We conducted
ten user interviews with law students to collect the user require-
ments (UR) from students for a writing support system for persua-
sive and structured case solutions. The user interviews followed the
methodology of Rubin and Chisnell [59]. The interviews utilized a
semi-structured questionnaire based on three sets of questions (30
questions in total). The questions concerned law students’ learning

requirements, the considerations for implementing technology-
enhanced education systems in law courses, and the design require-
ments for a writing support system. First, we asked the students
about their learning requirements in law courses, seeking to un-
derstand the diverse aspects of their educational needs. Second, a
significant focus of the interviews concerned the considerations
inherent in implementing technology-enhanced education systems
within legal education. We asked participants to share their perspec-
tives on integrating technology, addressing potential challenges,
benefits, and the overall impact on the learning outcomes of law
students. This line of questioning aimed to uncover insights that
could inform the development and implementation of effective and
user-centric learning systems tailored to the unique demands of le-
gal education. Third, we asked questions about the intricate design
requirements for a writing support system catering to the needs
of law students. We asked participants for their preferences and
expectations concerning features, functionalities, and user interface
design that would optimize their writing and learning experiences.
The interviews lasted between 16 and 95 minutes (mean = 36.60,
SD = 20.89).

The interviewees were students from various German universi-
ties, all potential users of our system. Therefore, we interviewed
students from law and business law programs. The interviews with
the business law students helped us broaden the system’s scope.
The mean age of the students was 23.00 years (SD = 2.03). Seven
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women and three men participated in the interviews. We tape-
recorded or videotaped all interviews and transcribed them. For
transcription, we followed the approach of Mayring [45]. Based on
the transcription, we derived categories found in all interviews and
thus identified user stories from the interviews. We used open cod-
ing to form a unified coding system during the analysis [45]. Based
on these results, we collected user stories and summarized the most
frequent ones following Cohn [15]. The analysis of the interviews
reveals the significant requirements of the students. They favored
a user-friendly interface that is easy to understand, the ability to
receive training in various legal domains (UR1), and the inclusion
of in-text highlighting for elements of the appraisal style (UR2).
Additionally, they emphasized the importance of clear explanations
regarding the appraisal style and the explicit utilization of the sys-
tem to ensure that students focused on the writing (UR3). More
information on the requirements appears in Table 2.

3.2 User Interaction of LegalWriter
Following our requirements, we developed LegalWriter as a web-
based application compatible with various devices. Figure 1 show-
cases a screenshot of LegalWriter with its primary functionalities
(F1 - F8), while a detailed examination of individual features ap-
pears in Figure 3. LegalWriter comprises three key components:
a text editor, a checklist, and a dashboard. It focuses on review-
ing during writing, emphasizing the analysis and enhancement of
written content, aligning with cognitive theory [24], and learning
from errors theory [46]. It facilitates continuous feedback and rec-
ommendations for law students by allowing users to input their
cases into the text editor (F1). Positioned directly above the text
editor are two essential buttons, "show case study" and "useful para-
graphs" (F2). These buttons enable students to access predefined
case studies from specific legal domains and obtain content-related
tips via the "useful paragraphs" button, preventing cognitive over-
load in novice students. Students receive personalized feedback
by pressing the feedback button, stimulating text analysis, and
generating highlights within their text (F3). These highlights de-
note the components of the appraisal style used, leaving unmarked
sections that don’t adhere to this style. Moreover, the "feedback"
button also displays overall feedback in the dashboard and provides
recommendations within the checklist.

On the left side, a checklist includes a word count and a summary
of critical components related to the appraisal style (F4). The check-
list also features a counting function to track used components and
identify text errors (F5). The system offers 24 recommendations
tailored to specific errors made by students (refer to Figure 3 and
Tables 9, 10, and 11). Errors may occur when students forget com-
ponents, fail to use precise legal terminology, or when components
do not align with each other. For instance, a conclusion must follow
each major claim. The system alerts the user if a major claim lacks
a corresponding conclusion, though the user must independently
assess the content alignment between the two. Upon encountering
an error in the checklist, students receive tailored recommenda-
tions for addressing the issue (F5). The right side provides a legal
argumentation dashboard. Here, students can access general feed-
back (see Table 11) and gain insights into the specific elements
of their appraisal style (F6). Two charts offer information on text

composition, with a ring diagram providing an overview of text
composition based on sentences and their alignment with appraisal
style components (refer to Figure 3). This text composition analy-
sis aids students in assessing whether they have emphasized the
correct elements in their case solution. Additionally, a bar chart
gauges the persuasiveness and structure of the whole text. The sys-
tem computes the persuasiveness score by comparing recognized
appraisal style components, legal claims, and premises with unas-
signed text sections (F7). This score is determined by dividing the
number of sentences not categorized within lawful components by
the total number of sentences in the text. To further assist students,
the "more" button provides detailed information about the system’s
functionalities and offers relevant suggestions for effective usage
(F8).

3.3 Feedback Algorithm of LegalWriter
To develop an intelligent writing support system that promotes the
writing of persuasive and structured case solutions grounded on
error-based learning, we trained and tuned different models that
allow students to learn from their errors.

For the model training process, we referred back to the legal
corpus of Weber et al. [83]. This corpus comprises 413 case stud-
ies written by students in class. These texts were annotated by
two annotators educated in law. The annotation showed satisfying
results regarding Kripp. 𝛼 and Fleiss’ Kappa. Hence, a consistent
observation is that annotating structured and persuasive elements
in student case solutions is reliably achievable [83]. The dataset
adheres to a rigorous annotation guideline7, exhibiting moderate
agreement, and has previously delivered adaptive feedback to law
students focused on enhancing appraisal style evaluations. Exam-
ple entries from the corpus for each legal component incorporated
in the corpus appear in Table 13 in the Appendix. We developed
the back end of LegalWriter using the Flask framework8. The back
end consists of three ML models, two of which receive the out-
put of the other model as their input data. All three models are
transformer-based [71] and use BERT architecture [18]. We selected
BERT models because they achieve the best accuracy, e.g., com-
pared to RoBERTA models [42] in preliminary experiments. We
obtained the pre-trained model from HuggingFace [87] and then
trained it on the training dataset. BERT can transfer what it has
learned from the initial dataset to the domain of lawful texts. The
corpora were pre-processed with Spacy9 to prepare suitable inputs
for the models. Training the model happened in batches of size 8.
The BERT models had a learning rate of 4𝑒−5 and a warm-up ratio
of 0.06.

Descriptions of the number of sentences in each class from the
corpora of Weber et al. [83] and the performance and accuracy of
the models appear below. For training the models, We randomly
selected and used 20% of the original dataset for evaluation (i.e.,
test set) and the rest (80%) for the training set.

A) Lawful components classifier: This model is a five-class
classification model, performing one sentence at a time. It classi-
fies each of the sentences in the legal text as a major claim (3514

7Available in github.com
8https://flask.palletsprojects.com/
9https://spacy.io/

https://flask.palletsprojects.com/
https://spacy.io/
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Table 2: Collected design requirements for developing anML-based legal writing support system that supports writing persuasive
and structured case solutions. Meta-requirements (MR) are collected through a literature search and act as a theory lens in
system design. The user requirements (UR) were collected with the help of user interviews.

Name Requirements
MR1: Provide the system with ... ... case studies that describe realistic legal problems and represent an

established legal education method.
MR2: Provide the system with ... ... a feedback system, which evaluates adaptive students’ errors in legal

writing assessments.
MR3: Provide the system with ... ... an analysis system that checks for consistent adherence to the ap-

praisal style and its components (major claim, definition, subsumption,
and conclusion) and the connections between the individual compo-
nents.

MR4: Provide the system with ... ... conceptual scaffolds in the form of recommendations that help stu-
dents improve their case solutions.

UR1: Provide the system with ... ... cases from different areas of law.
UR2: Provide the system with ... ... highlighting that indicates the appraisal style and errors in the ap-

praisal style.
UR3: Provide the system with ... ... explanations about the appraisal style and the explicit use of the

system so that the system is user-friendly.

Figure 3: Screenshot of the two main functions of LegalWriter. Left: Checklist with guidelines for writing in the appraisal style
and recommendations on how to improve errors based on three trained transformer models, Right: Dashboard which gives an
overview of the use of the components of the appraisal style and provides students with a persuasiveness score, which gives an
assessment of the extent to which structured and persuasive legal writing has been adhered to. Additional recommendations
for improvement can also accessed in the dashboard.
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sentences), conclusion (3531 sentences), definition (2288 sentences),
subsumption (8090 sentences), or none (5320 sentences). With the
help of this model, various lawful components are highlighted in
LegalWriter’s interface. In addition, the subsumption sentences are
used in model B to identify premises and legal claims.

B) Subsumption types classifier: This model is a three-class
classification model, performing one sentence at a time. It clas-
sifies each of the sentences in the list of subsumption sentences
obtained by model A as a legal claim (1949 sentences), premise (3304
sentences), or None (2837 sentences). With the help of this model,
legal claims and premises are highlighted in LegalWriter’s interface.
In addition, the legal claims and premises are used in model C to
identify the relations between the premises and the legal claims.

C) Legal Claim-Premise relation classifier: This model is a
two-class classification model, performing on each pair of sentences
at a time. It classifies each of the legal claim-premise pairs in the
list obtained by model B as having an argumentative relation or not.
With the help of this model, LegalWriter’s user interface presents
errors regarding backing the legal claims with evidence.

Additional pre-processing removed duplicate sentences or ones
with five characters or less before using them as training and testing
data for the models. The results obtained after the training and the
evaluation of the models appear in Table 3.

4 EXPERIMENTAL EVALUATION
Our work tests whether intelligent writing support for individual
errors helps novice students write higher-quality legal case solu-
tions. We assessed case solution quality by evaluating the legal
writing quality exhibited within the texts. The exact description
of the text measurements is in Section 4.4. To test our hypothesis,
we designed an experiment that asked participants to solve a case
study on a legal problem. This task is a typical learning scenario
across law curricula worldwide and a wide variety of courses that
deal with legal content [21, 44, 48].

4.1 Participants
We recruited 96 students in an online experiment via Prolific. We
selected Prolific as an experimental platform since past research
on behavioral research platforms has reported it has the highest
response quality and sample diversity [51]. Our objective was to as-
sess the LegalWriter system using participants who are law novices.
To ensure that we tested our design with a valid target group, we
ensured that students participating in our study represented po-
tential end users of a legal writing support system. Furthermore,
we restricted it to students with adequate German skills (the cur-
rent version of the system is in German). We also restricted the
study to students who declared a self-interest in writing persuasive
and structured legal case solutions. They could include students
of business administration, business law, law, business informatics
students, or any other who have to take a lecture on the basics of
law. We identified Prolific as a suitable platform for our study, as
we could generate a broad spectrum of participants and thus test
our system on a diverse target group. In addition, we asked partici-
pants about their experience with the appraisal style (1- 7 Likert
scale). We deliberately excluded experienced participants, defined
as those who reported a substantial familiarity with the appraisal

style (rated 3 or higher on the Likert scale) from the study. This
decision aligns with the study’s primary focus on novices in the
field of law, ensuring that insights gleaned are particularly relevant
to those with limited prior experience in the appraisal style.

After randomization and the experience test, we counted 32
completed valid outcomes in the treatment group and 30 in the
control group. The average age of the control group was 29.4, and
for the treatment group, it was 28.5. The participants in the control
group were 17 males and 13 females. In the treatment group, ten
were male, 21 were female, and one was non-binary. To examine the
subjects’ experiences and to ensure that all students had the same
experiences, we asked about students’ experiences with appraisal
styles in the pre-survey (see Table 8). In the control group, we found
amean of 2.11, and in the treatment group, amean of 1.84 (1- 7 Likert
scale). We detected no significant difference between the groups,
so we assumed both groups had the same prior knowledge. All
participants received 9£ of compensation per hour of participation
in the experiment. Participants took an average of 59.37 minutes to
complete the experiment.

4.2 Experimental Setup
Both groups received a different version of the writing support
system LegalWriter for the same writing task. The treatment group
worked with an ML-based version of LegalWriter that provided
intelligent writing support for correcting the students’ errors and
analyzing their written text. The support for improvement was
based on the annotated corpus and the trained feedback algorithm.
Based on this algorithm, the system highlights the user’s text. This
highlighting shows the user which components of the appraisal
style are used and which ones might be missing. In addition, users
can select the "error" button (on the left side of the system) to receive
individual recommendations for improvement (see Figure 3). The
text analysis dashboard on the right side of LegalWriter shows
the students the distribution of the individual components, the
persuasiveness of the text, and recommendations for improvement
(see Tables 9, 10, and 11).

In the control group, participants utilized a baseline edition of
LegalWriter. This version lacked the machine learning-based feed-
back algorithm and text analysis featured in the ML-based ver-
sion of LegalWriter. The system comprised static recommendations
aligned with the contemporary state of legal education systems [4].
Consequently, the checklist guided students in structuring their
discussions, diminishing cognitive demands, and facilitating the
creation of more structured texts. Additionally, students received
general feedback at the conclusion to enhance their written work
(see Table 12).

We implemented several functions in both versions to ensure
consistency between the two iterations of LegalWriter and uphold
the alternative learning approach. Both versions incorporated a
case study and a practical paragraph checklist, albeit the static
version’s checklist did not highlight individual errors. Moreover,
the explanation buttons and user interaction mechanisms remained
identical in both.



An Intelligent Writing Support System for Structured and Persuasive Legal Case Writing for Novice Law Students CHI ’24, May 11–16, 2024, Honolulu, HI, USA

Table 3: Recall, precision, and F1 score for the BERT models used in LegalWriter. A model comparison to other transformer
models appears in [83].

Model Name Model Type Precision Recall F1 Score Class

Lawful Components Classifier BERT, 5-class

0.92 0.95 0.93 Major Claim
0.87 0.92 0.89 Conclusion
0.78 0.86 0.82 Definition
0.69 0.73 0.71 Subsumption
0.91 0.86 0.88 None

Subsumption Types Classifier BERT, 3-class
0.78 0.58 0.66 Legal Claim
0.62 0.79 0.69 Premise
0.83 0.74 0.78 None

Legal Claim-Premise Relation Classifier BERT, 2-class 0.90 0.90 0.90 -

Figure 4: Overview of the procedural steps implemented in our online experiment, wherein participants were tasked with
writing a legal opinion. The participants were randomly divided into two groups. The treatment group created a case solution
with ML support, while the control group worked only with a static version of the system [4, 73].

4.3 Experimental Procedure
To evaluate LegalWriter, we conducted a three-stage experiment,
divided into the pre-survey, writing exercise, and post-survey.
The pre-survey (randomization and experience test) and post-
survey phases were the same for all participants. In the writing
exercise, the two groups used different versions of LegalWriter. We
randomly assigned the participants to a control or treatment group.
The treatment group used an ML-based version of LegalWriter, and
the control group used a non-ML-based version, considered the
benchmark system (see Section 4.2).

1. Pre-survey: The experiment started with a questionnaire
asking the participants how familiar they were with the appraisal
style (see Section 4.1). We then tested the technology acceptance
constructs to determine whether the randomization was successful

[3, 65, 72]. We used a 1- to 7-point Likert scale for the pre-survey
constructs. All questions and constructs appear in the Appendix.

2. Writing task: Before the writing task started, the participants
received a two-page introduction PDF that described the appraisal
style and instructions on how to solve a legal problem. During the
reading, a countdown that shows the time remaining to complete
the task begins. We asked four questions about the components of
the appraisal style afterward to motivate the participants to read
the introduction carefully (see Table 8). In the writing phase of
the experiment, participants had to solve a case study involving a
legal problem. We gave the participants in the control group and
those in the treatment group the same legal problem. Before the
task started, both groups received an introductory video on their
respective version of the system. We told participants they would
need at least 30 minutes to complete the writing exercise. They
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could not complete the writing exercise until a countdown expired.
The treatment group used the ML-based version of LegalWriter to
write a case solution. In contrast, the control group used the non-
ML-based version of LegalWriter. The participants who used theML-
based version of LegalWriter received individualized feedback based
on the feedback algorithm we developed and recommendations for
improvement. The participants using the non-ML-based version
received static recommendations and a checklist to control the
appraisal style in the case solution.

3. Post-survey: In the post-survey, we tested the impact of Legal-
Writer on student’s experience with the learning process. Therefore,
we measured the constructs of feedback accuracy [54], intrinsic mo-
tivation [40], and enjoyment [36] of the user while interacting with
the system. We included two control questions to test whether the
participants completed the survey conscientiously. All constructs
appear in the Appendix. For all the constructs in the post-survey,
we used a 1- to 7-point Likert scale. Following the constructs, we
used four questions for a qualitative evaluation of the system and
collected suggestions for improvement (see Table 8).

4.4 Measuring the Quality of Legal Writing
We aimed to investigate and measure the impact on students’ writ-
ing quality by LegalWriter. Consequently, we assessed the quality
of the legal writings based on the appraisal style. In the following,
we briefly outline how we measured the legal text quality using
the appraisal style in texts [44, 67]. To measure the correct applica-
tion of the appraisal style, we analyzed if it used all the essential
components of the appraisal style. Additionally, we conducted an
assessment to determine the logical connection between the compo-
nents. We established a quantifiable measure of evaluation quality
with a 5-point scale modeled after the grading system used for law
examinations at our university (refer to Table 7). This scale aligns
with the customary evaluation criteria employed in German legal
education, as outlined in Zekoll and Wagner [90]. We abstracted
the grading system to enhance its measurability and objectivity.
To ensure impartiality and prevent any identification of text ori-
gins, we analyzed all texts from the participants in a randomized
sequence. A third-party legal scholar, unaffiliated with our project,
assessed the students’ texts based on the scores in Table 7.

5 RESULTS
To test the hypothesis of whether a system that provides students
with individualized feedback based on their errors and recommenda-
tions during the writing process helps them write more persuasive
and structured case solutions [90], we raised two research ques-
tions in the introduction. To answer the first research question, we
analyzed the texts written by the experiment participants in the
two versions of LegalWriter concerning the quality of legal writing.

We answered the second research question by analyzing con-
structs and comparing whether there are significant differences
between the two groups. To assess the influence of LegalWriter on
users’ learning and writing processes, we employed the concepts of
enjoyment and intrinsic motivation. These concepts helped us evalu-
ate whether the user experience was pleasant and whether partici-
pants felt a higher inherent drive to engage in learning through feed-
back derived from machine learning techniques [36, 40]. We used

the feedback accuracy construct to determine whether participants
perceived ML-based feedback as more accurate [54]. Moreover, we
performed a comprehensive qualitative assessment to elucidate the
intricate ways LegalWriter impacts the student learning process
(see Section 5.3).

We evaluated the differences between the treatment and control
groups by performing two-tailed t-tests. We tested data relevant
to RQ1 and RQ2 for normal distribution, for which we created
graphical histograms for the control and the treatment group. The
analysis revealed that each group’s data were distributed normally.
In addition to a normal distribution, we tested for equality of vari-
ances between groups using a Levene test [26]. As Levene’s test
did not reveal equal significance for the construct enjoyment, we
conducted a Welch test to assess differences in the enjoyment con-
struct between the two groups. We assumed that randomization
was successful because we randomly assigned participants to the
groups during the online experiment. Additionally, there was no
noteworthy distinction between the control group (mean = 5.21)
and the treatment group (mean = 5.77) when assessing attitudes
toward technology (p = 0.077). Furthermore, we detected no signifi-
cant variance in participants’ prior experience in legal writing, as
outlined in Section 4.1.

5.1 Impact on Students’ Legal Text Quality
We analyzed the quality of the legal writing to get insights into the
texts and determine if they were written persuasively. We compared
the quality of the appraisal style of the control group with that
of the treatment group. As a basis for the comparison, we used
the assigned scores on the quality of the appraisal style. Figure 5
presents the data distribution with boxplots. The control group is on
the left, while the treatment group is on the right. The interquartile
ranges notably highlight a more extensive score distribution in
the treatment group. Also, mean values appear as red points for
enhanced visualization. The median for both groups is 3 (see Table
4). As Table 4 shows, the mean score (mean = 3.41) of the treatment
group is higher than that of the control group (mean = 2.60). The
difference between the two groups shows statistical significance,
which underlines the effectiveness of ML-based feedback.

5.2 Impact on Students’ Learning Process
To determine the impact on the students’ learning process, we mea-
sured intrinsic motivation and the level of enjoyment during the
interaction with the system. Figure 6 presents the data distribution
of the two constructs with boxplots. Intrinsic motivation is on the
left, while enjoyment is on the right. We compare the control (CG)
and treatment group (TG) for both constructs. The median in the
treatment group (TG) is 5 for enjoyment and 5.08 for intrinsic mo-
tivation (see Table 5) for the medians of the control group (CG)).
Notably, the interquartile ranges highlight more extensive distri-
butions in the treatment group for both constructs (see Figure 6).
Also, mean values appear as red points for enhanced visualization.
Enjoyment averaged a rating of 4.64 (SD = 1.16), and intrinsic moti-
vation averaged 4.911 (SD = 1.047). Both constructs are significantly
higher than the control group (see Table 5). Both enjoyment and
intrinsic motivation are above the neutral mean of 4. Enjoyment
increases acceptance and learning success among students [39].
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Table 4: Results of the analysis of the quality of legal writing. We show the mean, the standard deviation, the median, and the
degrees of freedom (df) of the control group and the treatment group, as well as the results of a double-tailed t-test with equal
variances. We set the significance level at alpha 0.05: p<=0.01**.

Quality of legal writing (appraisal style) Control group Treatment group
Mean 2.600 3.406**
Standard Deviation (SD) 1.220 1.012
Median 3 3
p value 0.006
t value 2.839
Degrees of Freedom (df) 60
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Figure 5: Data distribution of scores for legal text quality.
The treatment group (TG) receives intelligent feedback and
recommendations, while the control group (CG) receives
static recommendations. Mean values are highlighted with
red points.

Empirical research supports the view that activating positive emo-
tions can improve academic performance. Specifically, enjoyment
in a learning process fosters student’s achievements [52]. Our data
analysis revealed that students who tested the ML-based version
of LegalWriter displayed significantly higher intrinsic motivation
than students in the control group (see Table 5). Intrinsic motivation
refers to the actions done for an end unto themselves or because
they seem inherently pleasurable. Individuals motivated by intrin-
sic factors engage in novel acts without expecting a reward. As
a result, intrinsic motivation positively affects learning processes
and skills acquisition [7]. The literature on error-based learning
discusses the effects of errors on motivation and enjoyment of learn-
ing [34] since too many errors can quickly demotivate learners and
lead to frustration [12]. Against this background, the results that
the participants rated motivation and enjoyment above the neutral
value of 4 are interesting.

Since LegalWriter uses an intelligent ML-based feedback algo-
rithm, we aimed to analyze how accurately the groups perceived
the feedback and recommendations in the ML-based version of
LegalWriter compared to the non-ML-based version of LegalWriter.
Figure 7 presents the data distribution of feedback accuracy through

boxplots. The control group (CG) (median = 2.88) is on the left,
while the treatment group (TG) is on the right (median = 4.5). The
interquartile ranges notably highlight a more extensive score dis-
tribution in the treatment group (TG). Additionally, mean values
appear as red points for enhanced visualization. We evaluated the
feedback accuracy construct in the treatment group with a mean
value of 4.5 (SD = 1.20). However, the control group only revealed
an average score of 3.158 (SD = 0.99) in the evaluation. The data
analysis shows that the treatment group rates the accuracy of the
feedback and the recommendations significantly higher than the
control group (see Table 5). Thus, we can show that ML-based
feedback is perceived as more accurate than static feedback in our
skill-learning scenario.

5.3 Qualitative User Statements
At the end of our survey, we asked the experiment participants
some open questions to explain what they liked about the system
and what could be improved. Positive sentiments for LegalWriter
were evident: "Very clean design and intuitive user interface. Easy to
understand and color-highlighted where errors lie". Participants noted
that they liked the "direct feedback and the colored background of the
sentences." They also praised the clean design and user-friendliness.
They perceived the dashboard with the overall feedback as positive.
Despite the positive assessment of the system, the participants still
had suggestions for improvement. Sometimes, the students desired
minor technical improvements to make the interaction even more
intuitive. For example: "It would be advantageous to be able to open
the tabs ’Case study’ and ’Useful paragraphs’ in parallel to increase
efficiency." Another important point mentioned by the participants
was that the system should explain the errors more precisely and
should indicate in the text where the individual errors lie more
clearly.

To gain deeper insights into the qualitative statements of the
participants, we examined their feedback with a focus on their
perceptions of their learning process. We discerned three primary
themes across the treatment group (TG), encompassing 1) perceived
enjoyment, 2) learner motivation, and 3) feedback accuracy. We
provide a concise overview of the key points (see Table 6), with a
more detailed discussion in the following.

1) Perceived enjoyment: The feedback from the treatment
group contained positive remarks indicating the students’ perceived
enjoyment during the learning process. For example, 76% of the
treatment group students stressed that they found the interaction
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Figure 6: Data distribution of enjoyment and intrinsic motivation. The treatment group (TG) receives ML-based intelligent
feedback and recommendations, while the control group (CG) receives static recommendations. Mean values are highlighted
with red points.

Table 5: Results of the analysis of the perceived enjoyment, the intrinsic motivation, and feedback accuracy. We show the
mean, the standard derivation, and the degrees of freedom (df) of the control and treatment group, as well as the results of a
double-tailed t-test with equal variances. We used a Welch test for the enjoyment construct since a Levene test could not detect
equal significance. We set the significance level at alpha 0.05: p<=0.05*, p<=0.001***.

Group Enjoyment Intrinsic motivation Feedback accuracy
Mean (TG) 4.640*** 4.911* 4.500***
Mean (CG) 3.350 4.133 3.158
SD (TG) 1.166 1.047 1.204
SD (CG) 1.515 1.453 0.986
Median (TG) 5 5.08 4.5
Median (CG) 3 4.32 2.88
p value > 0.001 0.018 > 0.001
t value 3.742 2.430 4.474
df 54.432 60 60

with the system enjoyable. Some students in this group mentioned
the highlights as particularly thrilling (30% of the students). One
stated, "I appreciated that my sentences were highlighted to maintain
an overview of my structure." These statements suggest that the
highlighting feature, in particular, contributed to the students’ per-
ceptions that writing with LegalWriter is an enjoyable experience.
Additionally, students rated the interaction as easy and comfortable.

2) Learner motivation: The examination of the results regard-
ing the effects of the intelligent writing support system showed
that the students in the treatment group achieved better results in
legal writing than the students in the control group (see Section 5.1).
Statements from students in the treatment group concerning their
motivation supported this assertion, as increased motivation leads
to increased learning success [7, 63]. Some students expressed that
their interaction with the system inspired them to revise their texts
more frequently. They identified ML-based feedback as a significant
factor of heightened motivation: "The feedback helped me adhere to
the writing style and motivated me to achieve a better quality rating."

3) Feedback accuracy: Comparing the statements from the
two groups, it is evident that students in the treatment group per-
ceived the system as valuable since 95% of all participants stated
that result in the treatment group. In contrast, the control group
had significantly fewer comments reflecting this sentiment (just
28% of all participants in the CG). Most positive comments in the
treatment group are related to feedback. These comments illustrate
that they regarded ML-based feedback as precise and accurate. For
instance, students mentioned, "Feedback provided a sense of security,
making it easier to continue writing, especially after receiving positive
feedback." Moreover, students in the treatment group attributed
to the LegalWriter system the capability of "recognizing the basic
structure and classifying sentences correctly as far as possible. Thus,
it appears that the system genuinely aids in the writing process."

6 DISCUSSION OF FINDINGS
In this study, we developed and evaluated a novel student-centered,
theory-driven writing support system called LegalWriter. Legal-
Writer enables novice students to improve their skills in writing
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Table 6: Representative examples of qualitative user topics from the treatment group (TG).

Topic Example User Responses
Enjoyment in the learning process On the ML-based feedback, e.g., "I found the use enjoyable and eventually took

advantage of the feedback."
On the highlighting [2], e.g., "I appreciated that my sentences were highlighted to
maintain an overview of my structure."
On the whole system perception, e.g., "While writing in the system, I experienced
ease and comfort."

Motivation in the learning process On the ML-based feedback, e.g., "The feedback helped me adhere to the writing style
and motivated me to achieve a better quality rating."
On the whole system perception, e.g., "The system prompted me to reconsider the
text multiple times."

Accuracy of the ML-based feedback On the whole system perception, e.g., "I think it’s good that LegalWriter recognizes
the basic structure and can classify sentences correctly as far as possible. So, apparently, it
really does help with writing."
On the whole system perception, e.g., "LegalWriter demonstrated a commendable
ability to discern and categorize each sentence according to its respective component."
On the ML-based feedback, e.g., "Feedback provided a sense of security, making it
easier to continue writing, especially after receiving positive feedback."
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Figure 7: Data distribution of feedback accuracy. The treat-
ment group (TG) receives intelligent ML-based feedback and
recommendations, while the control group (CG) receives
static recommendations. Mean values are highlighted with
red points.

persuasive and structured case solutions. We evaluated our intelli-
gent writing support system in a quantitative study and qualitative
user evaluation (see Section 5).We found that students who received
ML-based writing support and error-based feedback while writing
legal case solutions wrote more persuasive and structured case so-
lutions, as they better adhered to the appraisal style than those who
received only general recommendations. Furthermore, we observed
that novice students who used the ML-based system rated the feed-
back from the system as more accurate. At the same time, they
felt more enjoyment and intrinsic motivation than the students who
used the alternative system. Past research in computer-supported
legal education focused on the design and evaluations of represen-
tational guidance approaches or discussion scripting approaches

(e.g., [4, 53]). Hence, with our study, we provide not only insights
into the design of a novel legal writing support system based on
ML but also rich empirical evidence about the effects of intelligent
writing support through a controlled experimental study.

6.1 Theoretical and Practical Contributions
Our study has multiple contributions to the literature on HCI, legal
tech, and educational technology.

First, our study provides an interdisciplinary conceptualization
and overview of legal learning systems based on novel technologies.
Our approach combined insights from computer-supported learn-
ing, legal writing, and pedagogical theory. We found that insights
into the HCI and the design of ML-based writing support systems
in law are rare. Most research is based on representational guidance
or discussion scripting approaches, which offer limited individual
support due to a lack of adaptivity. We provided students individu-
alized feedback on their natural errors by developing an intelligent
writing support system that extends the HCI and systems available
in legal education [4, 53]. Our novel writing support system differs
from existing systems in legal writing by providing individualized
feedback on written texts and natural errors. Traditional writing
support systems usually only support general argumentation ap-
proaches [50], which are not sufficient when writing legal case
solutions due to the strict formalism and the precisely organized
manner of presenting arguments (see Section 2.1).

Second, with our study, we offer design knowledge for the HCI
community, legal tech, and computer-supported learning in law.
We followed a rigorous and transparent methodology to derive re-
quirements from users and theory to design a new writing support
system based on ML and NLP, especially for the legal domain. We
present seven theory- and user-centered requirements and show
their usefulness through a qualitative and quantitative evaluation
through LegalWriter. We believe that other researchers or educa-
tional designers can apply these requirements to develop their own
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educational tools in the legal domain. Educational research can
follow our requirements (Table 2) to train legal writing skills in
other languages or domains. For example, it could combine legal
case studies from different areas of law with adaptive feedback.
These requirements contribute not only to HCI but also to edu-
cational technology research and legal tech by bridging the gap
between a user-centered design and rigorous theoretical embedding.
By following the approach of learning from errors, we believe that
pedagogical designers can build upon our approach to implement
and test this theory embedded in our tool.

Third, we also provide a theoretical contribution to pedagogy by
illustrating that incorporating the learning from errors approach
[46] with ML-based feedback algorithms can aid students in en-
hancing their legal writing skills and capability to address legal
issues persuasively. The approach of "error permission" [88] has
proven to be especially effective in our work, as we have given less
experienced students (novices) in the learning environment the
opportunity to practice their skills and improve them for natural
errors [23]. Thus, we contribute to the research on learning from er-
rors as we demonstrate the "error permission" approach — a specific
method within the framework of learning from errors, as discussed
by Wong and Lim [88] — in digital environments. Furthermore, our
work supports the view that direct feedback or recommendations
following an individual error support the student learning process
[43, 55].

Fourth, we show empirical evidence for the effectiveness of
ML-based writing support systems for law. Our work shows that
ML-based writing support systems are successful, especially in
support of structured writing, which is indispensable for persua-
sive and structured case solutions in law courses. We demonstrate
that novice students using the ML-based version of LegalWriter
write case solutions with a qualitatively higher appraisal style than
students using the alternative version of the system (see Table
4). Past work on interdisciplinary research between HCI and le-
gal education mainly utilized methods of argument diagramming
(representational guidance approach). Students were supported
through visualization of their legal argumentation chances in node
and linked graphs [53, 58]. Our work extends this work with new
design features to legal learning systems and combines them with
ML-based feedback. By evaluating their impact in an online experi-
ment, we also indicate the behavioral and perceptual effects of our
new design. Students who received ML-based writing support and
error-based feedback while writing legal case solutions wrote more
persuasive and structured case solutions, as they better adhered to
the appraisal style than those who received only general recommen-
dations. Moreover, the students indicated a better user experience
measured by a higher enjoyment and intrinsic motivation than those
who used the alternative system. Furthermore, it became evident
that patients consistently rated the accuracy of the feedback higher
than static feedback. This observation supports the hypothesis
that students perceive ML-based feedback as accurate and valuable.
These insights might shed light on how to utilize AI-based tools
for adaptive education. We extended these quantitative findings
with qualitative insights. Overall, we saw that students rated both
versions of our system as useful, especially with the ML-based ver-
sion. Students stated that the ML-based version motivated them to

revise their texts several times, and they felt supported while writ-
ing because the system gave them more confidence (see Table 6).
They also recognized feedback’s utility in addressing individual er-
rors, underscoring its precision. Students found the text highlights
beneficial [2], implying that they complement the feedback-based
learning approach.

Fifth, our findings offer valuable insights not only for HCI re-
searchers and educational designers but also for students and teach-
ers within the legal realm. The application of our system can prove
advantageous, as it has the potential to enrich traditional learning
setups in legal courses by enabling novice students to receive per-
sonalized feedback throughout their learning journey. Previously
constrained by organizational and financial limitations, personal-
ized feedback was limited, especially when a few lecturers had to
cater to a large student population. Moreover, our system supports
students during self-directed learning, fostering a more active and
engaging educational experience. Consequently, we present a prac-
tical use case illustrating skills training on a large scale within a
standard pedagogical setting. The insights derived from this sce-
nario extend beyondwriting support and pose practical implications
for diverse academic applications. By doing so, we advocate for
the widespread adoption and implementation of intelligent writing
support systems in educational settings and institutions.

7 LIMITATIONS AND FUTUREWORK
In respect to our work, some limitations must be mentioned. Al-
though our model shows good values for the prediction of the
components of the appraisal style (precision between 69% and 92%),
the values for the determination of the legal claims and premises
are lower compared to the other values (62% and 78%) (see Table
3). However, compared to other studies in argumentation mining,
they show acceptable values. Since values for accuracy in argu-
mentation mining are rare for the legal field, we can only draw
a comparison with other fields. For example, Wambsganss et al.
[79] showed good results in supporting the argumentation skills
of students with an accuracy of 65.4%. As our values are higher,
they seem to be reasonable, specifically since, at the same time, our
results in perceived feedback accuracy also suggest that our models
can provide useful feedback for students (see Table 5). Our empiri-
cal and qualitative evaluations showed positive effects on the user
experience, the learning process, and the adherence to the appraisal
style through the interaction with LegalWriter. Accordingly, the in-
fluence of error-based learning combined with ML-based feedback
improved writing persuasive and structured case studies [46].

Although our system shows positive results in student text qual-
ity, we assume that a single application of the system is insufficient
to teach a complex skill such as persuasive and structured writing
of legal case solutions. We can determine true learning outcomes
and long-term value only through repeated use over an extended
period [66]. We plan a field experiment in civil law courses at vari-
ous universities to demonstrate the long-term learning effects. The
field experiment will allow us to evaluate the system in parallel
with the courses in the longer term and possibly measure learning
progress. To this end, we would like to schedule three interventions
of the system followed by an interaction without the system to see
if students still achieve success without the system. We want to
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compare these results with a control group with no intervention
with the system. The field experiment will follow the approach of
Abbasi et al. [1].

Furthermore, our evaluation lacks a control group that receives
no system support and instead receives feedback following the legal
gold standard by discussing a sample solution with a tutor. In previ-
ous studies, we have demonstrated the effectiveness of our system
compared to a control groupwithout system feedback and discussed
some implications of why ML-based feedback improves the quality
of students’ texts [84]. The results showed that students who used
our systems (mean = 11.08, p = 0.002) performed significantly better
on a 15-grade scale than students who learned according to the
legal gold standard (mean = 8.84) Weber et al. [84]. However, in our
CHI paper, we aimed to focus on the HCI contribution and hence
compared two different design versions of LegalWriter.

As a final limitation, the current version of LegalWriter is limited
to applying the appraisal style in German. In the future, further
efforts must investigate the transferability of our system to other
countries with different legal systems and languages. However,
we assume this task is possible in principle since some countries
like China now also use the appraisal style in law teaching [44],
and countries like the USA use similar approaches like learning
with case studies using the IRAC formula [48]. Nevertheless, it will
require some adaptation of the system to transfer it to other legal
systems, as legal logic and language in each country have their own
specificities.

8 CONCLUSION
Novice students in law courses must acquire specialized and highly
concept-oriented knowledge to solve legal problems. Structured and
persuasive writing combined with the required specialized knowl-
edge is challenging for many learners. At the same time, we see that
the traditional and computer-based support for students to write
persuasive and structured case solutions falls short of expectations.
Therefore, we developed and evaluated a novel student-centered
and theory-driven system called LegalWriter. LegalWriter is an in-
telligent writing support system that provides students feedback
on their individual errors. To develop LegalWriter, we derived new
design knowledge in seven requirements. We tested LegalWriter in
an evaluation with 62 novice law students. The results show that
students who used the ML-based version of LegalWriter produced
more persuasive and structured case solutions with a higher quality
of the appraisal style than students who used an alternative version
of the system. Furthermore, we showed that students perceived the
interaction with LegalWriter as fun and had a higher intrinsic mo-
tivation to use it than a comparable system. Additionally, students
rated the ML-based feedback as accurate and useful. The results
suggest that our student-centered system, which relies on the error-
based learning theory and uses ML-based feedback, helps novice
students write more persuasive and structured case solutions and
improves the user experience and the student’s learning processes.
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APPENDIX
Evaluation metrics

Table 7: Evaluation metric used to evaluate the case solution to make the quality of the appraisal style comparable.

Scoring Quality of the appraisal style Percentage
distribution
over the text

1 There are nearly no components (major claim, definition, subsumption, and
conclusion) of the appraisal style in the text, and no connections between the
components can be seen (e.g., raised major claims are not closed).

0-10%

2 There are a few components of the appraisal style in the text (major claim,
definition, subsumption, and conclusion). Some connections between the compo-
nents become apparent (e.g., raised major claims are not closed).

10-40%

3 In the text, all components of the appraisal style are included, and connections
between the components can be seen. However, not all components are con-
nected, or some text passages cannot be assigned to the components.

40-70%

4 Most of the text can be divided into the components of the appraisal style, and
many connections between the components can be seen.

70-90%

5 The complete text can be divided into the components of the appraisal style,
and all components have logical connections to each other.

90-100%
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Survey items

Table 8: Overview of items measured in the study.

Section Variable Items Scale

Post-survey Demographics 1. Age
2. Gender
3. Language

open

Pre-survey Previous experience with
legal writing

"Did you learn appraisal style in your degree?"
"How confident do you feel in writing persuasive and structured case solutions
in the appraisal style?"

Open Question
and 1 - 7 Likert
scale (7: highest)

Pre-survey Attitude Towards Technol-
ogy

"I like to experiment with new technologies and try them out."
"Usually, I am hesitant to try new technologies."
"When I hear about new technologies, I look for a way to experiment with
them."
"Among my friends, I am usually the first to try new digital media / new
technologies."

1 - 7 Likert scale
(7: highest)

Introduction Assignment "Before you can test the system, answer the following questions. Explain briefly
what is meant by a major claim. Explain briefly what is meant by a definition.
Explain briefly what is meant by a subsumption. Explain briefly what is meant
by a conclusion."

Open questions

Writing exer-
cise

Assignment "In the following, you can solve your uncle’s case. Use the appraisal style
(theorem, definition, subsumption, and conclusion). The LegalWriter system
will help you write your uncle’s case and will also provide you with the exact
facts of the case in the form of a case study. Your case solution should be about
300-400 words (the system will show you your word count)."

Open question

Post-survey Enjoyment [36] "I enjoyed and enjoyed interacting with the system."
"Interaction with the system was exciting."

1 - 7 Likert scale
(7: highest)

Post-survey Intrinsic motivation [40] "I would describe this writing task as very interesting."
"I think this activity could be valuable for me."
"I think writing with the system is a boring activity."
"I think this activity is useful for understanding how to write persuasive and
structured case solutions in the appraisal style."
"I liked the content on legal argumentation and the appraisal style."
"I think this activity could be beneficial for me."

1 - 7 Likert scale
(7: highest)

Post-survey Feedback accuracy [54] "LegalWriter’s evaluation of my case solution reflects my actual performance."
"LegalWriter has accurately evaluated my performance."
"The recommendations I received from LegalWriter was an accurate assessment
of my performance."
"I assume that LegalWriter will help me improve my ability to write persuasive
and structured case solutions in the appraisal style."

1- 7 Likert scale
(7: highest)

Post-survey Control questions "Please check "Strongly agree."
"A certain word was mentioned in the LegalWriter tutorial video. Please write
this word in the text box below."

1 - 7 Likert scale
(7: highest)

Post-survey Qualitative Impression "What do you like in the interaction with LegalWriter?"
"What would you improve in LegalWriter?"
"Do you have any additional ideas? What else would you like to add to the
system?"

Open Questions
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Recommendations used in LegalWriter

Table 9: Recommendations in the ML-based version of LegalWriter.

Component of the appraisal
style

Recommendation Calculation

Major Claim A conclusion is not opened by a major claim. Formu-
late a corresponding major claim in the conjunctive.

"if one conclusion is not opened by ma-
jor claims "

Major Claim Two conclusions are not opened by major claims.
Formulate two corresponding major claims in the
conjunctive.

"if two conclusions are not opened by
major claims"

Major Claim Three conclusions are not opened by major claims.
Formulate three corresponding major claims in the
conjunctive.

"if three conclusions are not opened by
major claims"

Major Claim Several conclusions are not opened by major claims.
Formulate three more corresponding major claims
in the conjunctive.

"if three or more conclusions are not
opened by major claims"

Definition Check that you have explained all the major claims
by a definition. This is important so that all the facts
raised in the major claim can be explained.
Note: Some subordinate clauses do not need an ad-
ditional definition, so check carefully if you need to
add another definition.

"if one or more major claims are not
explained by a definition"

Subsumption It seems a conclusion is not supported argumen-
tatively by a subsumption; use legal claims and
premises to be able to explain your conclusion.

"if a subsumption between definition
and conclusion is missing "

Subsumption It seems that several conclusions are not supported
argumentatively by subsumption; use legal claims
and premises to be able to explain your conclusion.

"if two or more subsumptions between
definitions and conclusions aremissing"

Conclusion Onemajor claim is not closed by a conclusion. Think
aboutwhichmajor claims have not yet been brought
to a conclusion and formulate the corresponding
conclusion.

"if one major claim is not closed by a
conclusion"

Conclusion Two major claims are not closed by conclusions.
Think about which major claims have not yet been
brought to a conclusion and formulate the corre-
sponding results.

"if two major claims are not closed by a
conclusion"

Conclusion Three major claims are not closed by conclusions.
Think about which major claims have not yet been
brought to a conclusion and formulate the corre-
sponding results.

"if three major claims are not closed by
a conclusion"

Conclusion Several major claims are not closed by conclusions.
Think about which major claims have not yet been
brought to a conclusion and formulate the corre-
sponding results.

"if three or more major claims are not
closed by a conclusion"

None Several sentences or one sentence cannot be as-
signed to the components of the argument struc-
ture. Consider how you can rephrase the sentences
accordingly or whether the sentences may be su-
perfluous.

"if a sentence is in class none (hover)"
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Table 10: Recommendations in the ML-based version of LegalWriter (legal claim and premise).

Component of the appraisal
style

Recommendation Calculation

Legal claim A legal claim is not backed by a premise. Try to
derive one or more premises for the legal claim
from the case study. If you cannot find supporting
premises in the case study, your legal claim may not
be admissible.

"if a claim is not backed by premises"

Legal claim Two legal claims are not backed by a premise. Try
to derive one or more premises for the legal claim
from the case study. If you cannot find supporting
premises in the case study, your legal claim may not
be admissible.

"if two claims are not backed by
premises"

Legal claim Three legal claims are not backed by a premise. Try
to derive one or more premises for the legal claim
from the case study. If you cannot find supporting
premises in the case study, your legal claim may not
be admissible.

"if three claims are not backed by
premises"

Legal claim Several legal claims are not backed by a premise. Try
to derive one or more premises for the legal claim
from the case study. If you cannot find supporting
premises in the case study, your legal claim may not
be admissible.

"if three or more claims are not backed
by premises"

Premise A premise does not appear to have a connection
to a legal claim. Try to draw a legal claim from the
premise or consider whether the single premise that
does not cover a legal claim is necessary.

"if a premise has no connection to a le-
gal claim"

Premise Two premises do not appear to have a connection
to one or more legal claims. Try to draw a legal
claim from the premise or consider whether the
two single premises are necessary.

"if two premises have no connection to
one or more legal claims"

Premise Three premises do not appear to have a connection
to one or more legal claims. Try to draw a legal
claim from the premise or consider whether the
three single premises are necessary.

"if three premises have no connection
to one or more legal claims"

Premise Several premises do not appear to have a connection
to one or more legal claims. Try to draw a legal
claim from the premise or consider whether these
premises are necessary.

"if three or more premises have no con-
nection to one or more legal claims"
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Table 11: Dashboard recommendations in the ML-based version of LegalWriter.

Diagram chart Recommendation Calculation
Distribution of components The distribution of the individual components in

your case solution seems reasonable. The argumen-
tative part in the subsumption takes an acceptable
part of your case solution.

"if 60-80% of the text can be classified
by the ML-models as component sub-
sumption "

Distribution of components The distribution of the individual components in
your case solution seems partly reasonable. The
argumentative part in the subsumption takes an
acceptable part of your case solution. Nevertheless,
try to formulate more legal claims and premises

"if 50-60% of the text can be classified
by the ML-models as component sub-
sumption "

Distribution of components You failed to make your conclusions argumentative.
Try to focus more on the subsumption.

"if >50% of the text can be classified by
the ML-models as component subsump-
tion"

Table 12: Recommendations in the static version of LegalWriter.

Components Recommendation
Major Claim The major claim explains the elements of the offense (fact) that are to be fulfilled. The major

claim must always be written in the subjunctive. It must raise a question/possible consequence,
which is answered in the further steps by the conclusion and must be formulated as a statement.
Tip for improvement: Remember that every major claim must be closed by a conclusion. Set it
up so that it is written in the subjunctive and describes a legal problem that you need to solve.

Definition The definition defines the constituent elements to be fulfilled, according to which the point of
view raised in the major claim is considered in more detail from a legal point of view. Here, the
focus should be on the essentials, knowledge without regard to relevance is out of place here.
Tip for improvement: Check that you have explained all the major claims by a definition. This
is important so that all the facts raised in the major claim can be explained.

Subsumption In the subsumption, it is examined to what extent the conditions (elements) of the definition
are given. Here, the facts of the case are weighed against the preconditions from the definitions
and the premises (facts). Tip for improvement: Remember that every claim must be covered by
at least one premise. Check if all claims are related to a suitable premise.

Conclusion The conclusion is the answer to the major claim. Thus, the case solution reaches a final result
here. The question formulated in the major claim is answered. The conclusion is always
written in the indicative. Reasons are out of place here, they only belong in the definition or
subsumption. Tip for improvement: Remember that you have to close every major claim you
have opened with a solution.

Distribution of components Remember that the subsumption must be the main part of your case solution. Check that
you have adequately explained all your conclusions with premises and legal claims. Next, the
definitions should take up most of your case solution, so that the facts to be fulfilled are defined.
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Examples of each component from the corpus

Table 13: Three examples for each of the components of legal opinions in appraisal style, randomly selected from the corpus
we used. We translated the examples from German to English for presentation in this paper.

Component Three Examples for Each Component

Major Claim
1) It is questionable whether there is an offer from R.
2) B would have to have declared the acceptance on behalf of A.
3) For this to happen, an effective purchase contract must have been concluded.

Definition

1) An offer is a declaration of intent that requires a receipt, specifying the essential negotii
(purchase price, item purchased, and contractual parties), which is presented in such a way
that the recipient only has to agree.
2) The decisive factor is the assessment from the objective perspective of the recipient.
3) A purchase contract is created through an offer by the seller and acceptance by the buyer
or by an order from the buyer and an order acceptance by the seller, since the buyer or the
seller can take action first.

Legal Claim
1) So, it is just an insignificant motive error.
2) However, the email and therefore the offer was accepted in a timely manner.
3) This means that A is given the power of attorney by V.

Premise
1) The external facts were fulfilled by submitting the offer when sending the email.
2) Since there was also a willingness to purchase, the internal requirement is also fulfilled.
3) Trainee A is 16 years old and therefore has limited legal capacity.

Conclusion

1) In this respect, there are initially two consistent declarations of intent, which is why a
purchase contract was concluded.
2) Consequently, the declaration of challenge was sent to the correct opponent.
3) A therefore had the power of representation to sell the vehicle to K at a price of $ 27,000.


