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Abstract. Argumentation is an omnipresent rudiment of daily communication and think
ing. The ability to form convincing arguments is not only fundamental to persuading an 
audience of novel ideas but also plays a major role in strategic decision making, negotiation, 
and constructive, civil discourse. However, humans often struggle to develop argumenta
tion skills, owing to a lack of individual and instant feedback in their learning process, 
because providing feedback on the individual argumentation skills of learners is time- 
consuming and not scalable if conducted manually by educators. Grounding our research 
in social cognitive theory, we investigate whether dynamic technology-mediated argumen
tation modeling improves students’ argumentation skills in the short and long term. To do 
so, we built a dynamic machine-learning (ML)–based modeling system. The system pro
vides learners with dynamic writing feedback opportunities based on logical argumenta
tion errors irrespective of instructor, time, and location. We conducted three empirical 
studies to test whether dynamic modeling improves persuasive writing performance more 
so than the benchmarks of scripted argumentation modeling (H1) and adaptive support 
(H2). Moreover, we assess whether, compared with adaptive support, dynamic argumenta
tion modeling leads to better persuasive writing performance on both complex and simple 
tasks (H3). Finally, we investigate whether dynamic modeling on repeated argumenta
tion tasks (over three months) leads to better learning in comparison with static modeling 
and no modeling (H4). Our results show that dynamic behavioral modeling significantly 
improves learners’ objective argumentation skills across domains, outperforming estab
lished methods like scripted modeling, adaptive support, and static modeling. The results 
further indicate that, compared with adaptive support, the effect of the dynamic modeling 
approach holds across complex (large effect) and simple tasks (medium effect) and sup
ports learners with lower and higher expertise alike. This work provides important empiri
cal findings related to the effects of dynamic modeling and social cognitive theory that 
inform the design of writing and skill support systems for education. This paper demon
strates that social cognitive theory and dynamic modeling based on ML generalize outside 
of math and science domains to argumentative writing.
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Introduction
Information is readily available in today’s world, and 
the ability to memorize existing information is no lon
ger prioritized. Rather, the skills and abilities required 
to structure and process knowledge are gaining impor
tance. Job profiles have thus shifted toward interdisci
plinary, ambiguous, and creative tasks (vom Brocke 
et al. 2018). Educational institutions must evolve their 
curricula when it comes to the composition of skills 
and knowledge conveyed (Jung and Lehrer 2017, Topi 
2018). Skills such as critical thinking, collaboration, or 
problem solving have become particularly important 
(Fadel et al. 2015). This has already been recognized by 
institutions such as the Organization for Economic Co- 
operation and Development (OECD), which included 
this class of skills as a major element of its Learning 
Framework 2030 (OECD 2018). One example of these 
competencies is the ability to advance structured, reflec
tive, and well-formed arguments (Toulmin 2003, Wal
ton et al. 2008, Visser et al. 2022). Argumentation not 
only is essential to daily communication and thinking 
but also contributes significantly to multiple skills, such 
as communication, collaboration, and problem solving 
(Kuhn 1992). In studies dating back to Aristoteles, the 
ability to form convincing arguments has been recog
nized as essential to persuading audiences of novel 
ideas’ merits and as playing major roles in analyzing 
different standpoints and in constructive or logical civil 
discourse for example, assessing whether news items 
are fake (Diana 2018, Deng et al. 2019).

However, teaching argumentation skills in profes
sional organizations or educational institutions is hin
dered by a lack of individual and personal learning 
experiences (see, e.g., Vygotsky 1980, Hattie and Tim
perley 2007, Gupta and Bostrom 2013, Santhanam et al. 
2016). Learners are frequently confronted with unfavor
able educator-student ratios, not only in the distance- 
learning scenarios of massive open online courses 
MOOCs (Seaman et al. 2018) but also in traditional 
large-scale lectures on university campuses. Large clas
ses in high schools, mass lectures at universities with 
more than 100 students per lecturer, and MOOCs with 
more than 1,000 participants impede individual interac
tion between learners and educators (Seaman et al. 
2018, Winkler et al. 2021). The growth of MOOCs in 
recent years has fostered this development. In 2017, 
33.1% of learners worldwide took at least one course 
online compared with 24.8% in 2012 (Lederman 2018). 
With the leading MOOC provider Coursera’s launch 
of a successful initial public offering in March 2021, fur
ther expansion of distance learning settings is predicted 
(Tse and Roof 2021). Several studies have revealed that 
this lack of individualized support leads to procrasti
nation, low learning outcomes, high dropout rates, 
and dissatisfaction with the overall learning experience 

(Eom et al. 2006, Lehmann et al. 2014, Brinton et al. 
2015, Hone and El Said 2016, Huang et al. 2021).

Information systems (IS) have been leveraged as 
technology-mediated learning tools over several decades 
to meet scalable and individual learning challenges 
(Leidner and Jarvenpaa 1995, Alavi and Leidner 2001, 
Gupta and Bostrom 2009). IS have been designed and 
developed to support individuals in learning how to 
argue in online debates (Wang et al. 2020), in collabora
tive learning settings (Dillenbourg et al. 2009, Gupta 
and Bostrom 2013), or through the provision of tailored, 
also called adaptive, argumentation feedback (Kulik 
and Fletcher 2016, Wang et al. 2020, Afrin et al. 2021). 
In fact, for at least 35 years (Smolensky et al. 1988), 
researchers have developed technology-enhanced argu
mentation support systems in various domains, includ
ing law (Pinkwart et al. 2009, Weber et al. 2024), science 
(Suthers and Hundhausen 2001, Osborne et al. 2016), 
and conversational argumentation (De Groot et al. 2007, 
Wambsganss et al. 2021). Nevertheless, the design and 
adoption of current argumentation learning systems lag 
behind recent technological developments in IS and nat
ural language processing (NLP) research (Stab and Gur
evych 2017b, Lawrence and Reed 2019, Afrin et al. 
2021). This has resulted in a lack of interdisciplinary 
literature that investigates the effect of automated dy
namic modeling on students’ argumentation skills to 
enable technology-mediated learning (Huang et al. 2021, 
Xu et al. 2021). Therefore, it is not only learners in IS 
education who still struggle to develop argumenta
tion skills owing to a lack of intelligent and instant eval
uation in their individual learning process because 
current approaches fail to provide scalable and forma
tive modeled feedback on learners’ argumentation skills 
(Scheuer 2015, Lawrence and Reed 2019). In fact, a 
socio-technical IS perspective to support the formation 
of a holistic learner-centered argumentation learning 
system based on behavioral modeling feedback with 
the opportunity for learners to monitor and evaluate 
themselves based on advances in NLP and machine 
learning (ML) is missing (Scheuer et al. 2010, Huang 
et al. 2016, Lawrence and Reed 2019, Head et al. 2021, 
Xu et al. 2021). Past research has focused mostly on 
the provision of argumentation scripts (a.k.a. scripted 
modeling) or static modeling through representational 
guidance, which have become the standards to provide 
technology-mediated learning support at scale for argu
mentation (Scheuer et al. 2012, Fischer et al. 2013, Nor
oozi et al. 2020).

Although existing studies have extended the under
standing of technology-mediated modeling feedback 
for argumentation learning, they have usually sought to 
address a general system design rather than specific 
research questions to investigate the underlying effects 
(see, e.g., Lippi and Torroni 2016, Chernodub et al. 2019, 
Wang et al. 2020, Afrin et al. 2021). Although earlier 
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studies made contributions in exploring the develop
ment and use of dynamic argumentation modeling sys
tems (see, e.g., Chernodub et al. 2019, Lauscher et al. 
2019, Wang et al. 2020, Wambsganss et al. 2022b), they 
often neglected to present experimental studies in real 
learning environments—particularly for the class of 
ML-based support systems—for further developments 
in the field. Still, scripting students with upfront argu
mentation structures has been the proven and evaluated 
approach to support students in learning how to argue 
in large-scale scenarios in the field (Dillenbourg and 
Hong 2008, Weinberger et al. 2010, Stegmann et al. 2012, 
Fischer et al. 2013). The same holds true for the broader 
IS literature concerned with technology-mediated learn
ing that draws mainly upon approaches that are rather 
static when providing models of learner behavior 
(Gupta and Bostrom 2013, Sullivan et al. 2022). With the 
rise of NLP and ML, the class of educational systems 
that provides dynamic models of learner behavior and 
related argumentation feedback based on recent advan
tages in argumentation mining has received special 
attention (Chernodub et al. 2019, Deng et al. 2019, 
Lauscher et al. 2019, Wang et al. 2020, Afrin et al. 2021). 
Argumentation mining is a subdiscipline of NLP that 
deals with the identification and classification of argu
mentative discourse structures in natural language (see, 
e.g., Lawrence and Reed 2019). It enables modeling of 
desired learner behavior so that learners can learn from 
a model in the sense of observational learning pro
cesses. However, besides the obvious benefits of argu
mentation mining for dynamic behavioral modeling, 
these systems have been rather poorly evaluated in con
trolled environments in comparison with the bench
marks of 1) scripted argumentation modeling and 2) 
adaptive argumentation support as well as not 3) not 
being experimentally examined in a long-term field 
experiment to measure the effect of dynamic modeling 
in a real-world learning scenario on students’ argumen
tation skills.

Drawing on the core principles of social cognitive 
theory (Bandura 1986, 2001), we propose the design of 
a theory-driven solution of a dynamic argumentation 
modeling system based on ML that models learner 
behavior in a dynamic way to provide individuals with 
transparent, individual, and adaptive feedback based 
on their logical argumentation errors (Rosé et al. 2008). 
With a dynamic modeling system, we imply a learning 
tool that provides a model of desired learner behavior 
that provides individual and personalized feedback on 
the behavioral aspects of learning (e.g., argumentation 
skills). In our instantiation, we aim not only to address 
the educational task (writing coherent arguments) but 
also to build a holistic argumentation learning tool 
embedded in a pedagogical scenario (structure), focus
ing on the learner through a user-centered and theory- 
motivated design (Gupta and Bostrom 2013, 2009). 

Based on behavioral modeling as a cornerstone of 
social cognitive theory (Bandura 2001), we suggest that 
dynamic behavioral modeling of argumentation and 
corresponding feedback improves the ability of lear
ners to improve their argumentation and, thus, leads to 
higher argumentation skill learning outcomes. To eval
uate the impact of dynamic argumentation modeling 
feedback on humans’ argumentation skills, we con
ducted three empirical studies. We demonstrated and 
evaluated the proposed theory-driven learning system 
by testing 1) whether dynamic argumentation modeling 
improves persuasive writing performance more so than 
scripted argumentation modeling (H1—study 1) and 2) 
more so than adaptive support approaches (H2—study 2) in 
controlled laboratory experiments. Moreover, we test 
3) whether, compared with adaptive support, dynamic argu
mentation modeling leads to better persuasive writing perfor
mance on both complex and simple tasks (H3). (H3—study 
2). Finally, we investigate whether 4) dynamic modeling 
on repeated argumentation tasks (over three months) leads 
to better learning in comparison with static modeling (H4— 
study 3). We measure persuasive writing performance 
through two variables: objective quality of argumenta
tion, assessed in the formal coherences of arguments 
according to Toulmin (1984), and subjective quality of 
argumentation, assessed through external ratings. Argu
mentation skill learning is measured through learners’ 
persuasive writing performance in a different domain 
after a longer period of time (three months). Our results 
indicate that dynamic modeling leads to a stronger 
increase in learners’ argumentation skills (when con
sidering objective argumentation), even with a transfer 
effect to other argumentative domains. The findings 
show that dynamic behavioral modeling significantly 
improves learners’ argumentation skills across all con
ditions, outperforming established methods like the 
benchmarks of scripted modeling (study 1), traditional 
adaptive support (study 2), and static modeling (study 
3). Our dynamic modeling approach seems to be able 
to adapt to task difficulty (study 2) and learner exper
tise (across all studies) robustly. It supports students 
with low and high expertise as well as when complet
ing easy and hard tasks. Regarding task difficulty, we 
additionally observe an even stronger supporting effect 
of our approach when students are faced with complex 
tasks (compared with simple tasks). Furthermore, our 
third study shows that dynamic modeling based on 
ML helps students to better train their argumentation 
skills compared with static modeling and no modeling 
over a longer period of time.

Our research has several contributions. We demon
strate and evaluate the effectiveness of dynamic 
ML-based modeling on students’ short-term argumenta
tion skills by rigorously comparing our system with the 
current benchmarks of scripted modeling (study 1), tra
ditional adaptive support (study 2), and by comparing 
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dynamic and static modeling in a real-world learning 
setting over the course of three months (study 3). This 
is especially novel, whereas past work has developed 
mainly theories of learning by examples and by doing 
(e.g., ACT-R theory and SimStudent theory) in STEM 
context (science, technology, engineering, and mathe
matics subjects). This paper demonstrates that this the
ory generalizes outside of math and science domains 
to argumentative writing (see, e.g., Anderson 1986, 
Anderson et al. 1995, Matsuda et al. 2015). The results 
demonstrate how NLP may be leveraged in design
ing ML-based dynamic learning systems that provide 
ongoing formative learning support throughout the 
learning journey. Hence, we contribute to social cogni
tive theory by demonstrating how to provide adaptive 
and personalized models as a source for observational 
learning processes throughout a student’s learning 
journey cycle. Finally, our results exemplify how skills 
may be supported in a scalable and individual way in 
large-scale scenarios. Thus, we establish the founda
tion for other researchers and educators to design simi
lar tools aimed at supporting learner skills.

Related Work
Argumentation Skills and Underlying 
Theoretical Models
Argumentation is an omnipresent rudiment of daily 
communication and thinking (Kuhn 1992). In general, 
argumentation aims to increase or decrease a contro
versial standpoint’s acceptability (van Eemeren et al. 
1996). Logically, structured arguments are a required 
precondition for persuasive conversations, general 
decision making, and drawing acknowledged conclu
sions (Duschl and Osborne 2002). Across multiple 
fields, including law, science, politics, or management, 
individuals must support their claims with essential 
facts, argue in support of conclusions derived from 
those facts, and counter their opponent’s claims in a 
principled way to convince others of their position or 
justify a conclusion (von Aufschnaiter et al. 2008). 
Over several decades, research has demonstrated that 
humans are generally deficient in argumentation (see, 
e.g., Tversky and Kahneman 1974, Marcus and Rips 
1979, Byrne 1989); they often fail to recognize the dif
ference between merely expressing an opinion and 
making a fact-based claim. Moreover, they do not 
rebut others’ arguments but ignore points of conflict 
and persist with their own arguments (Byrne 1989). 
Thus, research in fields such as human-computer inter
action (HCI) or IS has demonstrated increased interest 
in developing argumentation systems to support indi
viduals (van Eemeren et al. 1996).

Argumentation theories have a long history in phi
losophy, linguistic research, and mathematics. Aristotle 
provided one of the first foundations in his theory of 

persuasion. Many frameworks and “rules” of argu
mentation have since been proposed and identified 
(Kuhn 1992, Toulmin 2003, Walton et al. 2008). In his 
fundamental theory, Aristotle distinguished between 
three interconnected principles of persuasion—logos 
(logic and proof of argumentation), ethos (authority 
and credibility of the speaker), and pathos (empathy 
and vivid language)—on which an individual can 
build his or her effort to persuade an opponent. Logos 
focuses on the general formality and structure of argu
mentation, ethos depends largely on the individual 
and his or her relationship to the opponent, and pathos 
concerns context-related emotions and the strength of 
languages.

Formal logic, a branch of mathematics, has long 
been the main perspective on persuasive argumenta
tion (see, e.g., North Whitehead and Russell 1910, 
Scheuer et al. 2010). More recently, however, theories 
have also focused on practical human argumentation 
(see, e.g., Toulmin 1984, Kuhn 1992). Most theoretical 
and practical approaches to argumentation vary in 
their level of detail, perspective, and specific context 
of applicability. Nevertheless, several scholars (see, 
e.g., Scheuer et al. 2010, 2012; Scheuer 2015) have 
observed that logic is likely the foundation that under
lies different theoretical argumentation approaches. 
Argumentation theory generally agrees on the impor
tance of logos as a basis for proper argumentation. 
Argumentation discourse should consider all relevant 
facts, claims should be well-grounded and supported 
by premises, and both supporting and conflicting 
claims should be taken into account (Toulmin 2003).

Most argumentation theories formulate formal argu
mentation models that address the logical component 
of Aristotle’s theory of persuasion. The Toulmin model 
is among the most prominent of these (Toulmin 1984, 
2003) and has been applied in IS research (e.g., for rec
ommendation agents, see Kim and Benbasat 2006). 
Accordingly, an argument consists of several compo
nents, including a claim and at least one premise. The 
claim is the central component and statement, which is 
justified by premises. According to Toulmin’s argu
mentation theory, a good argument involves a logical 
structure founded on grounds, claim, and warrant, 
whereas the grounds are the evidence used to prove a 
claim (Toulmin 1984). For example, according to the 
Toulmin Model, each argument can be broken down 
into six parts (claim, premise/ground, warrant, back
ing, rebuttal, and qualifier). Each component fulfills a 
specific argumentative role and complements the others 
to create the argument. Nevertheless, claim and premise 
(also called evidence) are generally considered the main 
components of every argument, and the rest are sup
porting subargument parts that may or may not exist in 
an argument (Figure 1; also see Scheuer 2015 and Stab 
and Gurevych 2017b): 

Wambsganss et al.: Improving Argumentation with Dynamic Modeling 
4 Information Systems Research, Articles in Advance, pp. 1–34, © 2024 The Author(s) 

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

14
7.

87
.2

04
.4

4]
 o

n 
06

 A
ug

us
t 2

02
4,

 a
t 0

7:
39

 . 
Fo

r 
pe

rs
on

al
 u

se
 o

nl
y,

 a
ll 

ri
gh

ts
 r

es
er

ve
d.

 



• Claim: the central point or conclusion of the argu
ment. The goal is to convince the opponent of the 
claim’s truthfulness.
• Premise (fact, evidence, data): the support or ratio

nale for the claim; the data or evidence that the arguer 
uses to explain and support his or her claim.

Technology-Mediated Argumentation 
Learning Systems
Based on argumentation theory and, most promi
nently, the Toulmin model, researchers have developed 
different ISs to support and teach argumentation; over 
a period of 35 years, more than 60 have been developed 
and published to support learners in creating, editing, 
interpreting, or reviewing arguments (Smolensky et al. 
1988, Suthers and Hundhausen 2001, Pinkwart et al. 
2009, Huang et al. 2016, Chernodub et al. 2019, Wang 
et al. 2020, Afrin et al. 2021).

The paradigms of computer-supported collaborative 
learning (CSCL; Koschmann 1996, Dillenbourg et al. 
2009) and intelligent tutoring systems (ITS) in the field 
of educational technology are particularly relevant to 
argumentation learning (Scheuer 2015) because argu
mentative discussions and debates have been identified 
as a key factor for collaborative learning settings in par
ticular. Therefore, argumentation has emerged as a 
focus area in CSCL. Research on ITS centers more 
on analyzing, modeling, and supporting technology- 
enhanced learning activities in specific domains (Dil
lenbourg 2002, Nye 2014). The combination of CSCL 
and ITS to support collaboration and argumentation 
both adaptively and individually is a relatively new 
research area (Fischer et al. 2013). Researchers have 
designed and evaluated several tools based on input 
masks and representational guidelines to support high 
school students’ active writing processes. This has been 
investigated across various fields, including law (Pink
wart et al. 2009), science (Suthers and Hundhausen 
2001, Osborne et al. 2016), and conversational argu
mentation (De Groot et al. 2007). Following Scheuer 
(2015), and with the lenses of social-cognitive theory 
(Bandura 1986, 2001), three different IT-based argu
mentation learning systems can be distinguished: 
static modeling through representational guidance, scripted 
modeling, and adaptive support approaches (presented in 
Table 1). Especially script-based approaches and static 
modeled feedback (e.g., knowledge of results feedback 
or example-based learning) have developed into the 

practical standard for argumentation learning at scale 
because pre-scripting students’ argumentation struc
tures is domain independent, scalable, and effective 
for argumentation skill learning (Fischer et al. 2013, 
Scheuer 2015, Noroozi et al. 2020). Furthermore, adap
tive support approaches have been built to provide 
students with adaptive feedback, for example, based 
on dashboard-like scores (Lauscher et al. 2019) or feed
back messages (Scheuer et al. 2012). Nevertheless, 
these approaches are often not evaluated with learners 
and miss an entire pedagogical perspective (Scheuer 
2015). We propose a system based on dynamic argu
mentation modeling centered around a socio-technical 
design perspective (Bostrom and Heinen 1977). We 
aim not only to address the educational task (writing 
coherent arguments) but also to build a holistic argu
mentation learning system embedded in a pedagogical 
scenario (structure), focusing on the learner through a 
user-centered and theory-motivated design.

Moreover, we built the class of argumentation learn
ing systems on social cognitive theory (Bandura 1986, 
2001) using recent advances in ML, which enable an 
adaptive and individual learning experience irrespective 
of instructor, time, and place (Xu et al. 2021). Thus, we 
consider our dynamic argumentation modeling based 
on ML as a subclass of adaptive support approaches 
(Scheuer et al. 2010, Scheuer 2015) that provide intelli
gent and personalized feedback compared with existing 
adaptive argumentation support systems.

Our approach builds on recent advances in NLP and 
ML, particularly argumentation mining. Argumenta
tion mining is a research field in computational linguis
tics that focuses on the extraction and analysis of 
arguments from textual corpora as well as on following 
and analyzing the lines of argumentation (i.e., the inter
play between arguments). Since 2007, scientists have 
published studies on argumentation mining in legal 
texts, online reviews, or debates (Palau and Moens 
2009, Mochales and Moens 2011). Argumentation min
ing analyzes the arguments of a given text based on a 
defined argumentation structure (often based on Toul
min 2003). Argumentation structures can be identified 
on three different levels. First, a sentence containing an 
argument is identified to differentiate argumentative 
from nonargumentative text units (Florou et al. 2013). 
The second level involves classifying argument compo
nents into claims and premises (Mochales and Moens 
2011, Stab and Gurevych 2014). The third level is the 

Figure 1. Basic Argumentation Model with Claim and Premise 
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identification of argumentative relations (Palau and 
Moens 2009, Stab and Gurevych 2014). Argumentation 
mining researchers have become increasingly in
terested in intelligent writing assistance (Song et al. 
2014, Stab and Gurevych 2017b) because it enables 
modeling of desired learner behavior so that learners 
are able to learn from a model in the sense of observa
tional learning processes. However, the complexity of 
this technology’s use in pedagogical scenarios for edu
cational purposes has hitherto been poorly assessed 
(Lawrence and Reed 2019).

In fact, in the technical disciplines of NLP, other 
forms of writing support systems exist. Since 2016, 
research from NLP has utilized argumentation mining 
algorithms and embedded these approaches in simple 
text input tools. Lippi and Torroni (2016) developed the 
first online argumentation mining tool that was made 
available to a broad audience. Their tool is available as a 
Web application and processes text that is input in the 
corresponding editor field. After processing and analyz
ing the text, the results are displayed on the user in
terface. Claims are displayed in bold font, whereas 
premises are displayed in italic style (Lippi and Torroni 
2016). Also, Lauscher et al. (2019) have provided a sim
ple text-input interface called ArguminSci that aims to 
support the holistic analyses of scientific publications, 
including the identification of argumentative compo
nents. Moreover, Chernodub et al. (2019) designed a 
system to make argumentation identification in text 
available for individuals. In their system, called TAR
GER, a user can analyze the argumentative structure of 
an input text. The results are then presented below the 
input, whereas claims are highlighted in red, and pre
mises are marked in green. These approaches originated 
in the NLP community and were built mostly with the 
aim of making novel argumentation mining algorithms 
available for nonprograms (Lippi and Torroni 2016, 
Chernodub et al. 2019, Lauscher et al. 2019, Lawrence 
and Reed 2019). Nevertheless, they were not designed 
for a certain pedagogical scenario, nor with a learner- 
centered perspective. Furthermore, these systems do 
not take a technology-mediated learning perspective 
into account and are thus not necessarily easy to use 
and easy to access for students in their learning journey, 
because a user would always have to open the website, 
select a certain model, and then copy his or her text 
into the input field (Afrin et al. 2021, Xu et al. 2021, Noe
tel et al. 2022). All of these systems have in common that 
they are usually not empirically—neither qualitatively 
nor qualitatively—evaluated from an interdisciplinary 
perspective based on insights from educational technol
ogy, HCI, and NLP (Stab and Gurevych 2017b, Cherno
dub et al. 2019, Lawrence and Reed 2019, Wang et al. 
2020, Afrin et al. 2021). In this regard, IS research can 
offer a promising viewpoint for investigating and eval
uating a certain IS from a technology-mediated learning 

perspective (Gupta and Bostrom 2009), incorporating 
the different disciplinary perspectives in the design, 
demonstration, and evaluation of the IS (Sidorova et al. 
2008).

Despite the availability of literature on argumentation 
systems, broader insights of the impact of these sys
tems, particularly for the new class dynamic argumenta
tion modeling systems, are scarce (Scheuer et al. 2010, 
Wang et al. 2020, Afrin et al. 2021). Although existing 
studies have extended the understanding of technology- 
mediated argumentation learning, they were usually con
ducted to answer specific research questions rather than 
to obtain information that could be used for widespread 
application (see, e.g., Lippi and Torroni 2016, Chernodub 
et al. 2019, Wang et al. 2020, Afrin et al. 2021). As Stab and 
Gurevych (2017b, p. 649) stated, “It is still unknown, 
however, if feedback provides an adequate guidance 
for improving students’ argumentation skills. To answer 
this question, it is required to integrate the proposed 
model in writing environments and investigate the effect 
of different feedback types on the argumentation skills 
of students in future research.” Scheuer (2015, p. 126) 
also noted, “Rigorous empirical research with respect to 
adaptation strategies is almost absent; a broad and solid 
theoretical underpinning, or theory of adaptation for col
laborative and argumentative learning is still lacking.” 
We aim to fill this gap by grounding our research on a 
social cognitive view of technology-mediated learning 
(Bandura 1986, 2001; Gupta and Bostrom 2013, 2009). 
Hence, we derive four hypotheses and test these 
hypotheses based on the theory-driven design of a 
natively instantiated dynamic argumentation model
ing system.

Social Cognitive View on Technology- 
Mediated Learning
When considering the related work, especially in the 
IS discipline, social cognitive theory provides a long
standing history on the mechanisms for learning with 
technology. Social cognitive theory was developed by 
Bandura as a theory that relates to learning, that is, 
acquiring knowledge through the observation of mod
els (Bandura 1991, Compeau and Higgins 1995, Yi and 
Davis 2003, Sullivan et al. 2022). Behavioral modeling 
is a cornerstone of this theory and has been studied 
before in information systems research and relates 
mainly to two learning processes (see Gupta and Bos
trom 2013): observation of others’ actions (vicarious 
learning processes; Sullivan et al. 2022) as well as 
learning by doing and experiencing consequences (en
active learning; Gupta and Bostrom 2013). As Bandura 
(1986) stated, “Behavior is, therefore, a product of 
both self-generated and external sources of influence” 
(p. 454). With respect to external sources, social cogni
tive theory does not restrict these sources to sources 
such as fellow peers and teachers. Rather, the theory 
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includes all external sources that model learning. These 
sources could relate to abstract curricula and video 
recordings but also digital sources (see, e.g., Zimmerman 
and Schunk 2001, van Gog and Rummel 2010). The latter 
is especially shown through IS research drawing upon 
social cognitive theory as the kernel theory for ground
ing the effects of digital learning environments and 
learning interventions (see, e.g., Compeau and Higgins 
1995; Santhanam et al. 2008, 2016; Gupta and Bostrom 
2013; Leung et al. 2022). The same holds true for our 
argumentation learning environment that models as a 
social agent desired learner behavior and contributes to 
vicarious learning processes. A key underlying theoreti
cal mechanism that behavioral modeling provides to 
learners is observational learning (Schunk 2012, Sullivan 
et al. 2022). Prior research has especially focused on the 
provision of static models for learning processes, such as 
providing video instructions or static examples on how 
to accomplish a task (see, e.g., Gupta and Bostrom 2013, 
Sullivan et al. 2022). Nonetheless, we argue that despite 
the positive results of existing findings, a dynamic ap
proach to behavioral modeling and observational learn
ing processes may be superior. Thus, we outline in the 
next section our key hypotheses that guide the subse
quent investigation of the effects of a dynamic behavioral 
modeling approach compared with existing approaches.

Hypotheses Development
In this section, we will outline how we develop the 
hypotheses to investigate and demonstrate our theory- 
driven solution of dynamic behavioral modeling of 
argumentation to support individuals with adaptive 
and individual support in learning how to argue. The 
hypotheses were derived based on literature on (argu
mentation) skill learning (see, e.g., Pinkwart et al. 2009, 
Jonassen and Kim 2010, Wang et al. 2020), argumenta
tion theories (Kuhn 1993, Toulmin 2003, Walton et al. 
2008), technology-mediated learning with a focus on 
social cognitive theory (Alavi and Leidner 2001, Hattie 
and Timperley 2007, Gupta and Bostrom 2009, Han 
et al. 2021), as well as literature on argumentation min
ing, and the design of educational learning tools (see, 
e.g., Mayer 2014 and Santhanam et al. 2016).

Dynamic Argumentation Modeling vs. Scripted 
Argumentation Modeling
When thinking about the provision of supporting lear
ners in argumentation at scale, typically, two major 
approaches could be utilized: scripted argumentation 
modeling (i.e., providing upfront scripting for argu
mentation) or modeling learner behavior in a dynamic 
way and providing opportunities for observational 
learning through feedback, that is, showing desired 
learner behavior related to the topic of how to form 
arguments. Because the two concepts rely on different 

theoretical mechanisms, and prior research does not pro
vide conclusive insight on their effectiveness for argu
mentation learning in the business domain (Scheuer 
2015, Noroozi et al. 2020), we disentangle these concepts 
in the following hypotheses development.

Concerning the first option, scripted modeling 
approaches provide learners with external facilitation 
and structures in forming arguments for discussing and 
communicating with others. Fischer et al. (2013) pro
posed a theoretical foundation for discussion, scripting 
approaches by deriving their theory of guidance. Their 
underlying hypothesis assumes that learning is facili
tated by mental knowledge structures, which they call 
internal collaboration scripts. Fischer et al. (2013) defined 
different components of these internal scripts (play, 
scenes, roles, and scriptlets), and a set of principles for 
each of these components, for example, the script config
uration principle. Students are provided with text fields 
to enter a claim, grounds, and qualification based on the 
Toulmin model of argumentation (Toulmin 1984). Sev
eral empirical studies showed that this pre-structuring 
of argumentation improves the objective quality of argu
mentation (see, e.g., Stegmann et al. 2012, Fischer et al. 
2013). Based on these principles, researchers investi
gated different learning tools to improve the quality of 
argumentation through structured communication in
terfaces. The interventions were mostly on the scriptlets 
level, also referred to as micro scripts, with the aim to 
guide a certain pedagogical concept (Dillenbourg 2002, 
Fischer et al. 2013). Despite these well-grounded positive 
effects, questions arise about whether over-scripting of 
learner inputs may be deficient to learning because of 
inhibiting autonomy that is especially needed when 
being confronted with open-ended argumentation learn
ing tasks (Dillenbourg 2002, Dillenbourg et al. 2009, 
Scheuer et al. 2012, Noroozi et al. 2020).

When drawing upon behavioral modeling from social 
cognitive theory as a kernel theory and the theoretical 
mechanism of observational learning (Bandura 1986, 
Schunk 2012, Sullivan et al. 2022), we argue that vicari
ous experiences through an observational approach to 
learn patterns of argumentation might be superior for 
several reasons. Because previous research lacks empiri
cal studies that compare scripted modeling (e.g., the 
proven upfront argumentation scripting instructions) 
with the outlined dynamic argumentation modeling 
approach, we argue that it is crucial to uncover whether 
rigid scripting is still superior to flexible and less struc
tured argumentation learning approaches. However, 
the implementation of these ML-based systems is a com
plex endeavor that needs to be studied from an interdis
ciplinary perspective based on psychology, didactical 
design, HCI, and educational technology. Hence, as 
Scheuer (2015) and Stab and Gurevych (2017b) men
tioned, current research lacks a rigorous investigation of 

Wambsganss et al.: Improving Argumentation with Dynamic Modeling 
Information Systems Research, Articles in Advance, pp. 1–34, © 2024 The Author(s) 9 

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

14
7.

87
.2

04
.4

4]
 o

n 
06

 A
ug

us
t 2

02
4,

 a
t 0

7:
39

 . 
Fo

r 
pe

rs
on

al
 u

se
 o

nl
y,

 a
ll 

ri
gh

ts
 r

es
er

ve
d.

 



argumentation feedback approaches in controlled em
pirical studies.

By dynamically monitoring and modeling students’ 
argumentation behavior (Scheuer et al. 2010, Stab and 
Gurevych 2017b, Noroozi et al. 2018, Afrin et al. 2021), 
the provided behavioral models should define goals, 
monitor progress toward the goals, and identify the 
activities that will enable a learner to achieve a certain 
goal (Hattie and Timperley 2007). Put simply, models 
provided through an argumentation mining algorithm 
could provide previously not studied sources of vicari
ous experiences. However, the adaptivity level can dif
fer significantly. Hence, it is important to specifically 
regard the effect of different granularity levels of adap
tivity to ensure that our ML-based dynamic model 
(meaning recommendations based on the learner’s in
dividual argumentation skill) really helps them to learn 
how to argue. In the vein of social cognitive theory, 
Bjork et al. (2013) stated that providing possibilities of 
feedback to evaluate one’s own learning progress is a 
fundamental component of effective learning. Never
theless, humans struggle to monitor and evaluate their 
learning and comprehension of complex learning tasks 
such as argumentation (Bjork et al. 2013). Hence, the 
design of appropriate models for the evaluation and 
feedback for certain skills might help learners to contin
uously learn more effectively (Zimmerman and Schunk 
2001, Roediger and Karpicke 2006). Furthermore, re
search has suggested that feedback on learners’ errors 
through alignment of one’s own behavior and the 
dynamic argumentation model can greatly facilitate 
new learning (Metcalfe 2017). According to Metcalfe 
(2017), making errors and receiving feedback “en
hances later memory for and generation of the correct 
response, facilitated active learning, [and] stimulates 
the learning to direct attention appropriately.”

In addition, providing learners with greater control 
over their learning process can lead to positive impacts 
on learning effectiveness and outcomes, especially in 
more open-ended tasks such as argumentation with 
reasoning across multiple arguments (Brown et al. 
2016). Therefore, we argue that not restricting learners 
upfront as in scripted learning and making additional 
enactive experiences as proposed in social cognitive 
theory are crucial for learning. In this context, Bell and 
Kozlowski (2008) identified the related concepts of 
guided exploration and error management for success
ful learning. Guided exploration allows learners to act 
on and receive feedback from a digital learning tool, 
whereas error management motivates educational de
signers to develop pedagogical scenarios in which 
learners can make errors and inductively discover strat
egies to improve and learn accordingly (Brown et al. 
2016, Zacher and Frese 2018). In consequence, addres
sing learner errors aims to correct wrong assumptions 
or missing knowledge in the learner’s knowledge base 

to improve learning processes and, consequently, im
prove learning outcomes (Metcalfe 2017). Accurate and 
detailed argumentation modeling of erroneous argu
mentation is most helpful and effective, as evidenced by 
improvements in writing outcomes (Afrin et al. 2021). 
Research has also found that transparent argumenta
tion highlighting (e.g., with in-text colors) in combina
tion with background information and explanations is 
more effective in helping users understand the feedback 
through the provided models (Afrin et al. 2021). In par
ticular, colored in-text feedback on claims and premises 
has been shown to successfully support argumentation 
skills (Zhang et al. 2016, Chernodub et al. 2019, Afrin 
et al. 2021). However, dynamic models have been repeat
edly mentioned as a requirement for users to success
fully understand and incorporate feedback (Hattie and 
Timperley 2007, Afrin et al. 2021, Xu et al. 2021). In con
sequence, we hypothesize that despite the proven effects 
of scaffolding argumentation learning through scripted 
inputs, dynamic argumentation modeling improves per
suasive writing performance through vicarious experi
ences of observational learning and the possibility of 
making an enactive experience that enables to correct 
erroneous argumentation.

H1. Dynamic argumentation modeling improves persua
sive writing performance more so than scripted argumenta
tion modeling.

Dynamic Argumentation Modeling vs. 
Adaptive Support
As we outlined in Table 1, besides scripted argumenta
tion modeling, there is also a plethora of adaptive sup
port approaches for argumentation learning (see, e.g., 
McLaren et al. 2010 and Scheuer et al. 2014). Because 
these adaptive approaches also provide a valuable basis 
for the development of our approach based on social 
cognitive theory, we should further examine whether 
our theory-based approach is superior to basic adaptive 
support approaches. Adaptive support for argumenta
tion learning involves system adjustments based on 
argumentation learning analysis, using adaptive strate
gies to enhance the learning process (Scheuer 2015). 
Typically, this support is provided on demand (as in 
our dynamic approach) and in most cases through tex
tual feedback or simple dashboard-like charts (see the 
review of Scheuer 2015 but also recent examples such as 
Guo et al. 2023). We argue that the embedding of 
dynamic argumentation modeling that considers more 
sophisticated argumentation modeling through incor
porating dynamic highlighting, graph-like representa
tions of argumentation structures, and focusing on 
learners’ errors is superior to only providing adaptivity 
through textual feedback or dashboard-like charts in 
combination with feedback messages based on a lear
ner’s input (Scheuer et al. 2012, Guo et al. 2023). Thus, 
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we further argue that adaptivity per se is not the key to 
providing effective argumentation learning; instead, 
our thoughtful embedding of adaptivity through social 
cognitive theory and its faithful instantiation into the 
user interface is more important. As outlined in the 
recent review of Guerraoui et al. (2023), adaptive feed
back through approaches such as highlighting does not 
work on its own and should be accompanied by other 
techniques that allow learners to fully explore the 
dynamic modeling of an argumentative text. Thus, we 
hypothesize the following:

H2. Dynamic argumentation modeling improves persua
sive writing performance more so than adaptive support.

Task Difficulty in Dynamic Argumentation 
Modeling vs. Adaptive Support
After elaborating on two more general hypotheses 
related to whether dynamic argumentation modeling 
is superior to scripted modeling (H1) and adaptive 
support approaches (H2), we want to dig deeper into 
the theoretical mechanisms of social cognitive theory 
and argumentation learning when providing dynamic 
modeling to enable observational learning processes 
and positive outcomes. Because the working memory 
of individuals has limited capacity, a major aspect of 
learning is the inherent difficulty of the task (Sweller 
et al. 1998), that is, in our case, an argumentation learn
ing task. Task difficulty in learning tasks is typically 
described through element interactivity (Marcus et al. 
1996), resulting in a varying degree of complexity. In 
an argumentation task, we have multiple disparate ele
ments of an argumentation that interact with each 
other, for example, multiple claims and premises that 
form arguments and counterarguments. This is espe
cially important when writing argumentative texts 
because effective argumentation includes the formula
tion of arguments but also the proper evaluating of 
arguments, weighing arguments, and combining the 
arguments for a conclusive statement (Shehab and 
Nussbaum 2015). Assuming that tasks become more 
complex, we argue that more sophisticated and dy
namic modeling enables a better comprehension of 
complex argumentative structures, for example, in our 
case, enabled through graphs displaying the structures 
of an argumentation and the vivid highlighting of the 
machine-learning model classifications directly in an 
argumentative text. In consequence, we suggest that 
dynamic argumentation modeling is superior com
pared with other machine-learning–based approaches 
that enable adaptive support for argumentation learn
ing through textual feedback. Nonetheless, as Nuss
baum (2008) highlighted, the different elements of 
argumentation that are also present in simple tasks 
impose the need to have a high degree of support. In 
consequence, we assume that the proposed effect of 

our dynamic argumentation modeling approach is 
also favorable (compared with the adaptive approach) 
when facing more simple tasks. Hence, we hypothe
size the following:

H3. Compared with adaptive support, dynamic argumenta
tion modeling leads to better persuasive writing perfor
mance on both complex and simple tasks.

Dynamic Argumentation Modeling vs. Static 
Argumentation Modeling over Time
Because prior IS research draws mainly upon static be
havioral modeling, we further want to argue why behav
ioral modeling of argumentation on a dynamic basis is 
superior to providing static models of desired behavior. 
In the following, we ground these effects in the four 
underlying observational learning processes: attention, 
retention, production, and motivation (Bandura 1986). 
With static modeling, we imply an instructional method 
that provides non-personalized instructional feedback 
(e.g., knowledge of results feedback or exampled-based 
learning; for example, see van Gog and Rummel 2010, 
Carter and Ste-Marie 2017). This has been proven to 
be an effective learning intervention in technology- 
mediated learning across domains (van Gog and Rum
mel 2010, Carter and Ste-Marie 2017). We highlight 
that providing dynamic ML-based modeling constitu
tes a novel type of behavioral modeling and provides 
a higher degree of observational learning related to 
argumentation. First, attention processes are directed 
through accentuating relevant task features subdivid
ing complex activities with a competent model and 
demonstrating the usefulness of modeled behaviors. 
Whereas static models such as static text- or video- 
based models (see for instance Gupta and Bostrom 
2013, Sullivan et al. 2022) provide only predefined mod
els for observational learning and attention processes, 
our dynamic ML-based modeling approach accentuates 
relevant aspects of the underlying task on an individual 
basis and highlights, after adapting behavior individu
ally, how successful this adaption was. Second, reten
tion of information is increased through rehearsal and 
coding of information in visual and symbolic form. In 
contrast to static approaches such as symbolic coding 
through notetaking and rehearsal such as in Yi and 
Davis (2003), our approach fosters retention through a 
deep connection of learning with own behavior. As the 
argumentation mining algorithm highlights argumen
tative structures, cognitive organizing is facilitated, and 
rehearsal is embedded with the own practicing, thus 
contributing to a better retention of argumentation 
skills. Third, during production processes, behavior is 
compared by learners to their own conceptual (mental) 
representation. Whereas static models provide feed
back that is generic (e.g., knowledge of results feedback 
or exampled-based learning; for example, see van Gog 
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and Rummel 2010, Carter and Ste-Marie 2017), dynamic 
AI-based models provide feedback that helps to correct 
deficiencies through more situated feedback that is 
adapted to the actual behavior. Fourth, and finally, moti
vational learning processes are important for observa
tional learning because this determines the engagement 
with the aforementioned three processes (Schunk 2012). 
Whereas static models provide motivation only on a 
generic level, for example, if a learner recognizes that a 
model helped to show a certain behavior, dynamic 
ML-based modeling tailors the consequences of mod
eled behavior to the actual learner behavior and informs 
precisely about outcome expectations.

In summary, dynamic and ML-based learning pro
cesses provide a novel approach to behavioral modeling 
and higher degrees of observational learning compared 
with approaches that are prevalent in IS research. On 
this basis and mechanisms described above, we hypoth
esize that this type of learning process mechanism can 
help students develop argumentation skills by observ
ing and drawing upon the tailored feedback provided 
by the AI system. Therefore, we move beyond existing 
approaches in IS research that are drawing mainly upon 
static behavioral modeling approaches. In addition, 
there exist no studies that investigate the impact of 
dynamic argumentation feedback in a long-term field 
experimental setup. Especially previous research on 
argumentation feedback has often neglected the impact 
of argumentation learning tools on argumentation 
skills—meaning the impact of dynamic argumentation 
feedback in one pedagogical domain (e.g., business 
argumentation) on general argumentation skills in other 
domains (e.g., social debates). Hence, we suggest the fol
lowing hypothesis to investigate the impact of dynamic 
argumentation modeling on argumentation skills in a 
static approach:

H4. Dynamic argumentation modeling on repeated argu
mentation tasks (over three months) leads to better learn
ing in comparison with static argumentation modeling.

Experimental Studies
To test our four hypotheses, we designed three ex
periments to manipulate the argumentation modeling 
approaches (i.e., dynamic argumentation modeling and 
scripted modeling for study 1; dynamic argumentation 
modeling and adaptive support as well as task difficulty 
for study 2; dynamic argumentation modeling, static 
argumentation modeling, and no modeling for study 3). 
The dependent variables in study 1 and study 2 are the 
objective and the subjective quality of argumentation of 
students’ text according to the scheme of Weinberger 
and Fischer (2006). In study 3, we investigated the 
impact of the argumentation modeling approaches on 
the argumentation skill of students in an argumentation 

task outside of the domain of the course content (Wein
berger and Fischer 2006).

Implementation of a Theory-Driven Dynamic 
Argumentation Modeling System Based on ML
For this study, we developed an argumentation model
ing system based on ML and NLP. Similar to our 
hypotheses, we informed the design based on theory 
about (argumentation) skill learning (see, e.g., Pinkwart 
et al. 2009, Jonassen and Kim 2010, Wang et al. 2020), 
argumentation theories (Kuhn 1993, Toulmin 2003, Wal
ton et al. 2008), technology-mediated learning (Alavi 
and Leidner 2001, Hattie and Timperley 2007, Gupta 
and Bostrom 2009, Han et al. 2021), literature on argu
mentation mining, and the design of educational learn
ing tools (see, e.g., Mayer 2014, Santhanam et al. 2016).

For the system class of dynamic argumentation 
modeling approaches, we propose a service-oriented 
architecture approach (Niknejad et al. 2020, Slonim 
et al. 2021). A service-oriented architecture is com
posed of multiple modules with a set of defined func
tionalities. In our research, we refer to the modules as 
artifacts, following the design science research para
digm (Gregor and Hevner 2013). The artifacts can oper
ate and be updated independently. Thus, a service- 
oriented architecture allows for high availability and 
interoperability for different domains, use-cases, and 
user groups (Niknejad et al. 2020). This fosters the 
reproducibility of our artifacts for adoption to other 
use cases (see, e.g., for other languages or learning 
tasks). The system consists of four artifacts; the core of 
the architecture is the pedagogical scenario, in which 
learners conduct a persuasive writing exercise and 
receive ongoing and individual argumentation evalua
tion through dynamic argumentation modeling irre
spective of instructor, time, and location (see Figure 2). 
The pedagogical scenario defines and impacts the 
argumentation knowledge base. The argumentation 
knowledge base comprises an argumentation annota
tion scheme for students’ written text with guidelines 
and rules to capture the students’ argumentation 
levels in the particular pedagogical scenario (artifact 1). 
The evaluated annotation scheme is the foundation of 
an argumentation annotated corpus of train and test 
data (artifact 2) for the argumentation mining algo
rithm. The argumentation mining module (artifact 3) is 
trained on the corpus, utilizing a machine-learning 
approach to access the individual argumentation level 
in student-written texts.1 The advantage of machine 
learning compared with argumentation skill feedback 
in the literature (see, e.g., Scheuer et al. 2010, Lin et al. 
2015, Huang et al. 2016) arises from its broader applicabil
ity, scalability, and capacity to improve based on ongoing 
usage through the generation of new training data and 
self-learning capabilities (Lawrence and Reed 2019). 
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Finally, the responsive and student-centered in
terface enriches the students’ evaluation with indi
vidualized, transparent, and in-depth skill feedback 
(artifact 4).

The specific instantiation was informed by 30 semi- 
structured interviews with students to form a concise 
approach and learning system (Hevner et al. 2004). The 
interviews eventually enriched the design with knowl
edge from the field and the end users and helped 
us build a student-centered learning tool.2 First ver
sions of our artifacts from this three-year interdisciplin
ary research project have been partly published at 
different conferences in several domains, for example, 
the user-interaction artifact in HCI (Wambsganss et al. 
2020a), the socio-technical system design concept in IS 
(Wambsganss and Rietsche 2019), or the argumenta
tion annotation scheme, the corpus, and the predictive 
model in NLP research (Wambsganss et al. 2020b). Our 
final instantiation ArgueLearn allows users to input text 
and receive dynamic modeling on their argumentation. 
A screenshot of ArgueLearn with exemplars of func
tions (see, e.g., F1–F6) is presented in Figure 3.

User Interface Design
We built ArgueLearn as a responsive Web-based appli
cation for use on various devices. The front end of 
ArgueLearn was developed with recent Web technolo
gies, including HTML5, Cascading Style Sheets (CSS), 
and JavaScript (JS).

A user can access ArgueLearn from any Web-enabled 
device regardless of screen size or operation system 
and can log in with a single sign-on for easy access (F1). 
It provides the user with a simple and intuitive text 
input field and a word count (F2) in which they can 
write or copy a text. Next to the input field, the users 
receive feedback on their text’s argumentation struc
ture on a personal learning dashboard (F3–F6). By this 
means, the feedback resembles the adaptive modeling 
of the desired learner behavior and according to obser
vational learning opportunities. The dashboard pro
vides feedback on different granularity levels, allowing 
users to control the amount of feedback information 
required. A visual graph-based representation of the 
submitted text’s argumentation structure (F5) and three 
summarizing scores give an initial overview of the 

Figure 2. Overview of a Dynamic Argumentation Modeling System’s Architecture Based on ML 
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text’s quality (F3). The identified claims are green, and 
the premises are highlighted in yellow to provide users 
with instant feedback on their own submitted input (F4). 
By clicking on the marked text fields or the nodes in the 
graph, a more detailed view of the discourse of the argu
ment will appear (F6). This indicates whether a claim is 
sufficiently supported (see Figure 3) or if it lacks a pre
mise (as in F6). This function provides learners with 
clear steps on how to improve their texts’ persuasiveness 
and formal quality. Moreover, best practices and expla
nations about argumentation and argumentation theory 
are provided by clicking the “explanation” or “help” 
button (F7), providing the user with an orientation and 
context to improve their writing quality. The three sum
marizing scores—readability, coherence, and persua
siveness (F3)—provide the users with a ranking of their 
text for superficial instant feedback. By clicking on the 
scores or on “details,” the methodology for calculating 
the scores, as well as concrete hints and explanations 
of how the learner can increase their score level, will 
be shown (F7). The scores are calculated using the fol
lowing metrics; readability is defined as how readable 
the text is based on the Flesch reading ease score (Flesch 
1943); coherence indicates the proportion of sentences 
that are connected via discourse markers; and persua
siveness concerns the proportion of claims that are 

supported by premises compared with unsupported 
claims. F6 and F7 are not visible in Figure 3 but were 
implemented on different screens.

Dynamic Argumentation Modeling Based on NLP 
and ML
In order to model learners’ argumentation skills and to 
provide adaptive feedback, high-quality annotated cor
pora are necessary for training certain ML models to 
learn and predict behavioral patterns. The basis for the 
annotated corpora is evaluated annotation schemes. 
Because no suitable argumentation annotation was 
available to guide the annotators to a substantial agree
ment for persuasive student essays in the German lan
guage, we decided to create a new annotation scheme 
(artifact 1) for the pedagogical scenario of writing peer 
reviews and conducted a corresponding annotation 
study. Thereby, we presented the first argumenta
tion annotation scheme for student peer reviews in the 
literature and the first annotation scheme for persua
sive student texts in a language other than English. We 
derived an annotation scheme for a new data domain for 
AM based on argumentation theory and previous work 
on annotation schemes for persuasive student essays 
(see, e.g., Stab and Gurevych 2014). Our objective was 
to model the argumentation discourse structures of 

Figure 3. (Color online) Screenshot of Our System ArgueLearn Providing Dynamic Modeling on Students’ Argumentation Skills 
with Instantiated Functionalities (F1 to F6) 
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student-generated peer reviews by annotating the argu
mentation components and their relations. We chose 
student peer reviews because they form a modern, scal
able, growing, and domain-independent pedagogical 
scenario that can be adopted in a scalable way to tutor 
students’ argumentation across domains. The first step 
in creating an annotation scheme is to model theoretical 
structures in the text domain. Therefore, we collected a 
new data set of student-written peer reviews. The data 
were collected in a mandatory business innovation lec
ture in a master’s program at a Western European uni
versity: around 220 students developed and presented 
a new business model for which they received three 
peer reviews in which a student from the same course 
elaborated on their model’s strengths and weaknesses 
and gave persuasive recommendations on what might 
be improved. We collected around 7,000 documents 
from 2012 to 2019.

Based on our novel annotation scheme (artifact 1), 
we randomly collected a balanced and representative 
set of 1,000 student-generated peer reviews written 
from our lecture. The corpus was evaluated in prior 
research efforts (Wambsganss et al. 2020b). To build a 
reliable corpus, we followed a four-step methodology, 
following the established argumentation annotation 
process provided by (Stab and Gurevych 2017b). (1) 
We examined scientific literature and theory on how 
to model argumentation discourse structures in texts 
from different domains; (2) we randomly sampled 50 
student-generated peer reviews and, based on our find
ings from literature and theory, developed a set of 
annotation guidelines comprising rules and limitations 
on how to annotate argumentation discourse structures 
(artifact 1); (3) we applied, evaluated, and improved 
our guidelines with three native-speakers in three con
secutive workshops to resolve annotation ambiguities; 
and (4) we applied the final annotation scheme based 
on our 15-page guidelines to a corpus of 1,000 student- 
generated peer reviews.3 The final corpus consists of 
1,000 student-written peer reviews in German, amount
ing to 20,125 sentences with 246,980 tokens in total. On 
average, each document has 20 sentences and 272 
tokens. A total of 7,996 claims (31.64%) and 8,479 pre
mises (33.55%) were annotated, and 8,796 textual spans 
(34.81%) were not identified as argument components.

To dynamically model learners’ argumentation, we 
implemented an approach to identify arguments in their 
texts. This approach comprises two subtasks. First, we 
identified the arguments’ components in terms of claims 
and premises. Next, we determined whether an argu
mentative relationship existed between a pair of compo
nents, following the approach described by Stab and 
Gurevych (2017b) to identify argumentative discourse 
structures in persuasive essays. The identification of 
argument components is considered a sentence-level 
multiclass classification task, whereby each sentence in 

the data set is labeled as either claim, premise, or nonar
gumentative. To ensure an equal distribution of classes 
among training and test sets, we performed a stratified 
split of the data set into an 80% training set and a 20% 
test set, resulting in the distribution of 32% claims, 32% 
premises, and 36% nonargumentative spans (for both 
training and test sets). We evaluated and tuned differ
ent models along a variety of handcrafted text features 
in several technical experiments. We found that a Sup
port Vector Machine (SVM) achieved the best results, 
with an accuracy of 65.4% on the test set. The identifica
tion of argumentative relationships is considered a 
binary classification task in which each argument com
ponent pair is classified as either support or non
support. All possible combinations were tested. After 
several technical evaluations, we found that an SVM 
achieved the best results for our corpus, obtaining an 
accuracy of 72.1% on the test set. This is satisfying com
pared with other studies on student-written argumen
tation identification. For example, (Stab and Gurevych 
2017a) reached an f1-score of 73% for argumentation 
stance classification of student-written texts in English. 
In multiple technical experiments, we used several clas
sifiers (SVM, Logistic Regression, Random Forest, Mul
tinomial I Bayes, Gaussian NB, Nearest Neighbor, and 
AdaBoosted Decision Tree), and we feature combina
tions for the task of argument component identification 
and for argumentation relation classification. To tune 
our models’ parameters, we applied grid search. We 
used several preprocessing pipelines, extracted several 
lexical and syntactical features, and iteratively tested 
them in evaluation cycles to tune the accuracy, precision, 
and recall (Wambsganss et al. 2020b). We benchmarked 
our final feature-based SVM model for argumentation 
component detection against a transformer-based Bidi
rectional Encoder Representations from Transformers 
(BERT) model (Devlin et al. 2018) and a bidirectional 
Long-Short-Term-Memory-Conditional-Random-Fields 
classifier (BiLSTM-CRF). In combination with the corre
sponding embeddings vocabulary (GloVe), our LSTM 
only reached an unsatisfying f1 score of 57%. The BERT 
model reached a macro f1 score of 73% for classifying 
text tokens into claim, premise, or nonargumentative 
tokens. However, we compared the actual prediction of 
the BERT model in our pilot study against the predic
tions of our feature-based SVM. We found the SVM to 
be more robust and reliable on unseen student-written 
data. Hence, we choose the more robust feature-based 
SVM for the final instantiation of our dynamic argumen
tation modeling tool.

Experimental Design
In this section, we describe the investigation of our two 
hypotheses based on the application and evaluation of 
the theory-driven dynamic argumentation modeling 
system in the context of higher education. We present 
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one pilot study, one eye-tracking study, and three 
experimental studies (study 1, study 2, and study 3) 
with a total of 366 students.4

We performed a controlled laboratory experiment 
with ArgueLearn in study 1 to test whether dynamic argu
mentation modeling improves persuasive writing performance 
more so than scripted argumentation modeling (H1). For test
ing H2 (comparison of dynamic modeling with adaptive sup
port) and H3 (comparison of complex and simple task), we 
employed a fully randomized 2 (argumentation learning 
tool: dynamic modeling versus adaptive support)× 2 
(task difficulty: complex argumentation task versus sim
ple argumentation task) between-subjects design. To do 
so, we conducted the exact same controlled laboratory 
experimental design as in study 1. Finally, we conducted 
one long-term field experiment to investigate whether 
dynamic argumentation modeling on repeated argumenta
tion tasks (over three months) leads to better learning in com
parison with static argumentation modeling (H4). Study 1 
and study 2 were conducted in a university laboratory 
designed for behavioral studies under controlled cir
cumstances. Study 3 was conducted in a large-scale mas
ter’s lecture at our university. Thus, we could ensure 
that no participant took part in multiple studies. Before 
the three empirical studies, we performed several small- 
scale evaluations of our distinct artifacts. Our aim was to 
conduct iterative evaluations to ensure that the instanti
ated design functionalities correctly addressed their pur
pose and that the technical artifacts (artifact 1, 2, and 3) 
enabled the learners to receive individual evaluations 
irrespective of instructor, time, and place. For our pilot 
study, we designed clickable mockups of our dynamic 
argumentation modeling system. For the evaluation, we 
followed an ex ante evaluation of the developed artifact 
using an artificial evaluation setup, as proposed by Ven
able et al. (2016). Based on (Venable et al. 2012) criteria, 
the pilot study design evaluation’s objective was to (1) 
verify the utility and value of the artifact to achieve its 
stated purpose, (2) identify weaknesses and areas for 
improvement in the artifact design, and (3) identify 
change requests from students, side effects, or undesir
able consequences of its use.

To reach this goal, we conducted four evaluation 
series with 46 different users (around 12 users per 
series). We performed different qualitative assessments 
involving observation, participant feedback, and un
structured interviews (Tuunanen and Peffers 2018). 
These users differed from those recruited for studies 1 
and 2 as well as those from the semi-structured inter
views but were also students from our university with 
a similar age and gender distribution. Following the 
pilot study design evaluation, we identified several 
requirements for the overall design of a learner-centric 
dynamic modeling system for argumentation skills. 
We observed that learners aimed to receive more trans
parent explanations about the argumentative writing 

goal, theory embedding, and a clear learning goal that 
guided them before, during, and after the argumenta
tive writing task. Accordingly, we implemented a spe
cific goal, purpose, and orientation in our feedback 
system to help learners reflect and provide guidance on 
the context and task (Soloway et al. 1994). Moreover, 
we conducted 13 eye-tracking studies with the iterated 
prototype to specifically evaluate and observe how stu
dents interact with erroneously predicted argumenta
tion modeling structures that may impact learning 
outcomes according to prior research (see, e.g., Schmitt 
et al. 2021). We saw that 10 of the 13 students took erro
neous highlighting into account but would not change 
their argumentation if the model predicted clearly 
wrong argumentation components or relations. In a 
qualitative interview conducted after the eye-tracking 
study, 9 out of 13 learners noted that the design of 
ArgueLearn, which highlights argumentative errors 
without actively suggesting corrections, ensures that 
erroneous modeling predictions are not overly empha
sized. Still, we introduced ArgueLearn to students as a 
“trained” system (“also a student like you, that is learn
ing and possibly sometimes making unintended mis
takes”) in the subsequent studies to provide indications 
of possibly erroneous predictions.

Study 1: Evaluation of Dynamic Argumentation 
Modeling vs. Scripting in Laboratory Experiment
After evaluating the technical artifacts and the design 
in a pilot study, our aim was to test whether dynamic 
argumentation modeling improves persuasive writing 
more so than scripted argumentation modeling. Hence, 
we conducted study 1 as a laboratory experiment in 
which participants were asked to provide peer feed
back on an essay (see Figure 4). The treatment group 
used our dynamic modeling system, whereas partici
pants in the control group used the discussion script
ing application, in accordance with Fischer et al. (2013) 
as a well-cited and empirically proven benchmark to 
foster the formal quality of argumentation. We re
cruited students from our university through social 
networks and mailing lists to participate. After ran
domization, we had 24 participants in the treatment 
group and 30 in the control group. We invited them to 
the laboratory of our university, where we conducted 
the study on identical devices. Participants in the treat
ment group had an average age of 23.8 (SD� 3.86); 15 
were male, and nine were female. In the control group, 
the participants’ average age was 23.03 (SD� 2.12); 22 
were male, and eight were female. All participants 
were compensated with an equivalent of about $15 
for the 30- to 40-minute experiment. The experiment 
included three main phases: (1) the presurvey phase, 
92) the individual writing phase, and (3) the postsur
vey phase. The pre- and postsurvey phases were the 
same for all participants. In the writing phase, the 
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treatment group used ArgueLearn, and the control 
group used the alternative tool developed by Fischer 
et al. (2013).

1. Presurvey Phase. The experiment began with a pre
survey comprising 14 questions. Here, we tested three 
different constructs to assess whether randomization 
resulted in comparable groups. First, we had four items 
to test the participants’ personal innovativeness in IT, 
following Agarwal and Karahanna (2000). Next, we 
tested individuals’ feedback-seeking following Ashford 
(1986). Example items included, “It is important for me 
to receive feedback on my performance,” or “I find feed
back on my performance useful.” Both constructs were 
measured using a five-point Likert scale (1: totally agree 
to 5: totally disagree; 3: neutral). Third, we captured the 
construct of passive argumentative competency, follow
ing the design of Flender et al. (1999), because it is a 
proven construct to measure argumentative compe
tencies. We wanted to control for argumentative compe
tencies because we later measured the objective and 
subjective quality of the texts’ argumentation. Partici
pants were asked to read a discussion between two tea
chers concerning the following topic: “Does TV make 
students aggressive?”. We retrieved the topic with the 
discussion as well as the measurements along with nine 
questions from Flender et al. (1999).

2. Writing Phase. During the writing phase, we asked 
the participants to write a review about both parties’ 
argumentation (pro and contra) with respect to the 
weaknesses and strengths. The participants were told to 
spend at least 15 minutes writing this review, with a 
countdown indicating the remaining time. They were 
able to continue the experiment only after the count
down had finished. The treatment group used Argue
Learn to write the review, and the control group used 
the scripted argumentation modeling tool. We provided 

no introductions to any of the tools. The students using 
ArgueLearn received adaptive support based on dynamic 
argumentation modeling. Participants in the control 
group received help based on scripted input formats 
during the writing process. Both approaches (dynamic 
ML-based modeling and the scripted input) are based 
on the argumentation quality model of Toulmin (2003) 
(i.e., Figure 1). In the treatment group, students wrote 
their text first, without seeing the initial feedback. Only 
after clicking the analyze button (if wished repeatedly 
after their revisions), they would receive adaptive feed
back based on our dynamic ML-based modeling. For the 
control group, students were presented with an input 
mask for writing their argumentation right from the 
beginning of the exercise. Similar to Fischer et al. (2013), 
the input script was always present and guided students 
in their writing. Nevertheless, instead of writing into the 
claim and premise fields, they could also enter their 
argumentation directly into the text box as done in the 
approach of Fischer et al. (2013).

3. Postsurvey Phase. In the postsurvey, we measured 
perceived usefulness, intention to use, and ease of use, 
following the technology acceptance model (Venkatesh 
et al. 2003, Venkatesh and Bala 2008), and captured the 
demographics. Moreover, we asked three qualitative 
questions: “What did you particularly like about the 
use of the argumentation tool?”; “What else could be 
improved?”; and “Do you have any other ideas?” to 
control for boundary conditions and qualitative effects 
(e.g., erroneous modeling).

Study 2: Evaluation of Dynamic vs. Adaptive 
Argumentation Modeling in a 
Laboratory Experiment
In study 2, we aimed to test whether dynamic argumen
tation modeling improves persuasive writing performance 
more so than adaptive support (H2) and whether, compared 

Figure 4. (Color online) Overview of Experimental Procedure of Study 1 to Evaluate Whether Dynamic Argumentation Model
ing Improves Persuasive Writing More So Than Scripted Argumentation Modeling 
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Fischer 2006)
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with adaptive support, dynamic argumentation modeling 
leads to better argumentation on both complex and simple 
tasks (H3). To dive deeper into task difficulty and the 
comparison of dynamic modeling and adaptive sup
port, we aimed to investigate those two hypotheses 
together in one controlled laboratory experiment.

The experiment was conducted in the exact same pro
cedure as study 1 (including the same compensation, the 
same presurvey phase, and the same postsurvey phase). 
We changed only the writing phase of the experiment. 
We manipulated (1) the argumentation learning tool lear
ners used for the task (dynamic modeling versus adaptive sup
port), and (2) the task difficulty (complex argumentation task 
versus simple argumentation task) in a between-subjects 
design, resulting in four treatment groups (TG1�TG4; 
see Figure 5). Our objective was to investigate the impact 

of dynamic argumentation modeling in comparison 
with traditional adaptive support approaches on stu
dents’ objective and subjective quality of argumenta
tion. Moreover, we aimed to investigate the impact of 
dynamic modeling on students’ formal and subjective 
argumentation skills when conducting a complex argu
mentative task versus a simple argumentative task.

Again, we recruited students from our university 
through social networks and mailing lists to participate. 
After randomization, we counted 30 participants in treat
ment group 1 (TG1), 34 participants in TG2, 41 in TG3, 
and 37 in TG4 (see Table 2 for demographics). As in 
study 1, participants were compensated with an equiva
lent of about $15 for a 30- to 40-minute experiment.

In the writing phase of the experiment, we manipu
lated (1) the support students received to conduct the 

Figure 5. (Color online) Overview of the 2× 2 Experimental Procedure of Study 2 to Evaluate Whether Dynamic Argument- 
ation Modeling, in Comparison with Adaptive Support Approaches, Leads to Better Argumentation 

pre-survey persuasive writing exercise post-survey
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• Passive 
argumentative 
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ation
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Fischer 2006)

• Subjective 
quality of 
argumentation

randomized assignment

TG2: dynamic argumentation 
modeling (simple task)

TG1: dynamic argumentation 
modeling (complex task)

TG4: adaptive support 
approach (simple task)

TG3: adaptive support 
approach (complex task)

Table 2. Overview of the Treatment Groups and Their Demographics in Study 2

Group Argumentation support Task N Age Gender

TG1 Dynamic modeling Complex task 30 Mean � 24.00 
SD � 3.30

19 males 
11 females

TG2 Dynamic modeling Simple task 34 Mean � 23.34 
SD � 4.46

20 males 
14 females

TG3 Adaptive support Complex task 41 Mean � 23.03 
SD � 4.68

26 males 
15 females

TG4 Adaptive support Simple task 37 Mean � 23.78 
SD � 5.04

24 males 
13 females

Total 142
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argumentative writing tasks and (2) the difficulty of the 
task. Students in TG1 and TG2 were using ArgueLearn, 
receiving dynamic argumentation modeling during 
their argumentative writing task. TG3 and TG4 used an 
adaptive support approach, following the works of 
McLaren et al. 2010 or Guo et al. 2023, receiving support 
through adaptive pre-scripted feedback messages with 
improvement suggestions and through dashboard- 
provided meters on readability, coherence, and persuasive
ness. The adaptive support approach was natively 
developed to control the differences and similarities in 
the manipulations. The meter-provided scores were 
based on the two same ML-based models as in Argue
Learn and based on the results calculated on heuristics 
(see Figure 3, F3). The writing field, the word count, the 
instructions, and back end were the same between all 
four groups, and we manipulated only the difference 
between traditional adaptive support approaches (with 
help messages and meters) and dynamic modeling based 
on social-cognitive theory.

For the task difficulty, we followed the approach of 
Shehab and Nussbaum (2015) to adjust the task diffi
culty of the argumentative writing task students con
ducted. As a basis for manipulating the task difficulty 
of students in argumentative writing tasks, we used the 
task design from study 1, because it was based on the 
construct of passive argumentative competencies of 
Flender et al. (1999) and has proven to rigorously guide 
students of our sample group through an argumenta
tive exercise. To manipulate the task difficulty of the 
very task from study 1, two different options existed: 
(1) Adjust the information input of the argumenta
tion that students must write about (the discussion of 
whether TV makes one aggressive retrieved from Flen
der et al. (1999)) or (2) adjust the task description and 
objective for students. To not influence our dependent 
variable and outcome measure of the objective and sub
jective argumentation quality according to Weinberger 
and Fischer (2006), we aimed to not semantically 
change the context of the exercise. Hence, together with 
one senior researcher from the field of educational psy
chology and one senior researcher from the area of cog
nitive science and educational design, we decided to (1) 
adjust the syntax of the discussion text (easier words, 
shorter, less complicated sentences, and grammar, eas
ier to grasp) and (2) simplify the wording of the task 
without adjusting its goal and content. By these means, 
we reduced element interactivity for the task to enable 
easier processing of argumentative structures. We 
decided to take the unchanged task from study 1 as the 
complex argumentative task because it is based on a 
psychological test and comes with a certain complexity. 
We used the adjusted task (including an easier syntax 
of text discussion, including a sort of scaffolded content 
summarization, and a simplified but not semantically 
changed task) as the simple task design. Both tasks can 

be found in the Online Appendix. To validate the task 
adjustments done with the two experts, we recruited 
five independent experts in the field of argumentative 
writing to judge both tasks according to the task diffi
culty construct of Gupta and Bostrom (2013) (with the 
four items: “I found this to be a complex task,” “This task 
might be mentally demanding,” “This task might require a 
lot of thought and problem solving,” and “I found this task 
to be challenging”) based on a 1–5 Likert Scale (1: easy; 5: 
difficult). The experts rated the “complex task” with a 
mean of 4.5 and the “simple task” with a mean of 2.5. 
The rating was done and is valid only for our target 
sample group of German business students. With these 
results, hence, we embedded the two tasks as a manip
ulation and conducted the experiment.

Study 3: Evaluation of Dynamic vs. Static 
Argumentation Modeling in a Field Experiment
In study 3, our objective was to dive deeper into the 
mechanisms of argumentation modeling and whether 
dynamic argumentation modeling on learners’ indi
vidual errors, in comparison with static argumentation 
modeling, leads to better learning of argumentation 
skills. Our goal was to measure the extent to which the 
dynamic modeling of our proposed approach influ
ences learners’ long-term argumentation skills in a 
large-scale learning setting (see Figure 6). Therefore, 
we evaluated our dynamic modeling system in a real 
learning environment with 205 students in the context 
of higher education, from which 124 participated in 
our surveys. We implemented ArgueLearn in a busi
ness innovation lecture in a master’s program at our 
university.

Following the Bauman and Tuzhilin (2018) design, 
we conducted a field experiment with three treat
ment groups to evaluate the impact of the ML-based 
dynamic modeling (provided by our algorithms) on 
humans’ argumentation quality. The functionalities 
necessary for the treatments were implemented in our 
learning system. In the lecture in which we conducted 
the field experiment, students developed and pre
sented new business models. The students were asked 
to submit three assignments developing their own 
business idea over three months. Students were also 
required to peer review fellow students’ assignments 
(three peer reviews per student per assignment). Be
cause the course included three rounds of assign
ments, each student had to write nine peer reviews to 
elaborate on the strengths and weaknesses of their fel
low students’ business models and offer persuasive 
recommendations on what could be improved. The 
quality of the peer review (e.g., the persuasiveness) 
did not influence the students’ final grades. However, 
submitting a peer review was mandatory for complet
ing the assignments. For peer reviews, we provided 
the students with different levels of argumentative 
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support. Our field experiment comprised three main 
phases: (1) a presurvey phase, (2) an individual writ
ing phase, and (3) a postsurvey phase. The pre- and 
posttest phases were consistent for all participants. In 
the writing phase, we manipulated the level of argu
mentation that feedback participants received while 
writing their peer reviews.

1. Presurvey Phase. Before the assignment period, we 
conducted a mandatory postsurvey to control for ran
domization. We checked the same items as in study 1 
(i.e., personal innovativeness in the domain of informa
tion technology (Agarwal and Karahanna 2000)) and 
individuals’ feedback seeking (Ashford 1986). Third, 
because no elaborated argumentation test was possible 
in our field setting, we asked the participants to pro
vide an individual judgment of their argumentation 
skills, following the Toulmin model (Toulmin 2003), 
and self-determination of competencies (Vansteenkiste 
and Ryan 2013) using three items: “How do you rate 
your ability to argue?”; “How would you rate your 
ability to convince others?”; and “How would you rate 
your ability to write argumentative texts?” We wanted 
to control for argumentative competencies because 
we later measured the texts’ objective quality of argu
mentation. These items were measured using a seven- 
point Likert scale (1: extremely poor to 7: excellent; 
4: fair).

2. Individual Writing Phase. In the treatment phase, 
participants were asked to write nine peer reviews 
over three months. Following the experimental design 
of Bauman and Tuzhilin (2018), the first treatment 
group (TG1) received ML-based dynamic argumenta
tion modeling by ArgueLearn; following our design, 
the second treatment group (TG2) received static (non- 
ML-based) argumentation modeling in the form of a 
text and a visualization of a theoretical argumentation 
model (Toulmin 2003). The control group (CG) re
ceived no modeling at all during the writing process. 
Before the writing phase, all students were presented 

with the same instructions about the importance of 
argumentation in business model peer reviews accord
ing to the Toulmin model (Toulmin 2003). This is in 
line with prior field research on technology-mediated 
learning interventions (Gupta and Bostrom 2013). To 
avoid any confounds in the experimental setup, all 
three groups started the writing process in the same 
fashion, and they were presented with a text editor to 
write their feedback and received their writing instruc
tions, always visible on top. Both treatment groups 
(TG1 and TG2) were shown an additional analyze but
ton at the bottom of the screen, allowing them to 
receive dynamic or static modeling feedback (on a sec
ond screen) at any time if they so wished. Again, ini
tially, participants of all three groups would not see 
any feedback, dashboard, or help. Only after clicking 
on the analyze button (also repeatedly possible after 
iterative revisions), TG1 received dynamic argumenta
tion modeling and TG2 received static argumentation 
modeling. Both feedbacks are based on the Toulmin 
model and do not differentiate from a theoretical per
spective related to the quality dimension (Toulmin 
2003). In addition, all three groups were seeing the 
instructions during the writing. In total, 205 students 
were in our class and randomly assigned to one of the 
three groups. After three months, 124 students com
pleted all three assignments. Table 8 presents an over
view of the demographics.

3. Postsurvey Phase. After the treatments, we asked 
the students to conduct a posttest via a Web survey. 
Our main objective was to measure the learners’ argu
mentation skills to evaluate our research question for 
study 2. Therefore, we tested whether the three groups’ 
argumentation skills differed in a second argumenta
tion domain. This was necessary to control whether 
dynamic modeling significantly impacted the argu
mentation skills or only humans’ skills of writing more 
persuasive peer reviews (Toulmin 2003). Thus, we 
asked the participants to read the same discussion as in 
study 1 between two teachers concerning the following 

Figure 6. (Color online) Overview of Experimental Procedure of Study 3 to Evaluate Whether Dynamic Argumentation Model
ing, in Comparison with Static Argumentation Modeling, Leads to Better Learning of Argumentation 

pre-survey Nine treatments of a persuasive peer review exercise over three months post-survey

• Randomiza-
tion check 

• Perceived 
argumentation 
skill level

TG2: static modeling with 
representational guidance

• Capturing 
argumentation 
skills in 
another 
domain 
without any 
support 
(Weinberger & 
Fischer 2006, 
Flender et al. 
1999)TG1: dynamic argumentation 

modeling CG: no modeling support

randomized assignment
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topic: “Does TV make students aggressive?” We re
trieved the topic with the discussion as well as the task 
from the construct of passive argumentative compe
tency from Flender et al. (1999) because it is proven for 
measuring argumentative competencies. Like study 1, 
we asked the students to review both parties’ argumen
tation (pro and contra) with respect to the weaknesses 
and strengths. The participants were told to spend at 
least 15 minutes writing this review. We captured the 
demographics and asked three qualitative questions— 
“What did you particularly like about the use of the 
argumentation tool?”; “What else could be improved?”; 
and “Do you have any other ideas?”—to further evalu
ate the instantiations and to check for the completeness 
of our proposed solution (e.g., again for the effect of 
erroneous modeling based on our algorithm).

Measurement of Persuasive Writing Performance
Besides measuring the technology acceptance to check 
for a successful instantiation of ArgueLearn, our main 
objective was to measure the persuasive writing per
formance of learners to test our hypotheses H1�H4. 
To measure the persuasive writing performance, we 
rely on prior literature (see, e.g., Weinberger and 
Fischer 2006, Stegmann et al. 2012) and the theory of 
argumentation of Toulmin (1984) to assess the objec
tive quality of argumentation of learners, measured 
in the coherence to formal argumentation structure. 
Moreover, next to the objective quality of argumenta
tion, we also aimed to assess the subjective quality of 
argumentation—assessed through external ratings of 
learners’ subjective persuasiveness of their argumenta
tive texts. Although the objective quality of arguments 
on a micro level measures the formal nuances of an 
argument, on a document macro level, a higher num
ber of qualified arguments also represent an overall 
more persuasive and high-quality text. Still, through 
measuring the subjective quality of argumentation, we 
aimed to shed extra light on the subjective persuasive
ness of a learners’ argumentation (besides the formal 
character). Therefore, we measured two main vari
ables: (1) the objective quality of argumentation and 
(2) the subjective quality of argumentation.

1. Objective Quality of Argumentation. The written 
peer reviews were analyzed for the objective quality of 
argumentation measured by assessing the formal struc
ture of the arguments, for example, if argumentative 
claims are sufficiently bagged up by premises. As pre
viously explained, according to formal argumentation 
models (the Toulmin model being the most prominent 
of these; Toulmin 1984, 2003), a formal argument con
sists of several components, including a claim and at 
least one premise. The claim is the central component 
and statement, which is justified by premises. Hence, 
according to Toulmin’s argumentation theory, a good 

argument involves a logical structure founded on 
grounds, claim, and warrant, whereas the grounds are 
the evidence used to prove a claim (Toulmin 1984). To 
measure the formal argumentation coherence of argu
ments as a proxy for objective argumentation quality, 
we applied the annotation scheme for argumentative 
knowledge construction (Weinberger and Fischer 2006). 
This annotation scheme is based on Toulmin’s argu
mentation theory and has been applied in various stud
ies and is proven to have high objectivity, reliability, 
and validity (see, e.g., Stegmann et al. 2012). To measure 
the argumentation’s formal quality, the annotator had 
to distinguish between (a) unsupported claims, (b) sup
ported claims, (c) limited claims, and (d) supported 
and limited claims. A more precise description of the 
scheme can be found in Weinberger and Fischer (2006). 
Two annotators, who had already participated in the 
annotation process for our corpus, annotated the parti
cipants’ texts based on our annotation guidelines and 
prior experience. The objective quality of individual 
users’ argumentation was then defined by the number 
of arguments that the user wrote. Following Stegmann 
et al. (2012), only supported, limited, and supported 
and limited claims were counted as argumentation.

2. Subjective Quality of Argumentation. We also cap
ture the subjective quality of argumentation of lear
ners through third-party assessment. The subjective 
quality of argumentation was annotated by two differ
ent annotators. The goal was to subjectively judge 
how persuasive the given argumentation was on a 
five-point Likert scale (1: not very persuasive, 5: very 
persuasive). We took the mean of both annotators as a 
final variable for the texts’ subjective and objective 
quality of argumentation.

Results
In this section, we will present the results of our experi
mental studies to test our hypothesis. Table 3 presents 
an overview of the experimental studies with our 
dynamic argumentation modeling approach.

H1: Impact of Dynamic Argumentation Modeling 
vs. Scripted Argumentation Modeling
In study 1, our aim was to evaluate H1 if dynamic 
argumentation modeling improved persuasive writ
ing performance more so than the scripted argumen
tation modeling. We used linear regression models 
(ANOVA) and checked their assumptions visually 
with a test for normality and a test for homoscedastic
ity; all assumptions were met. To control for potential 
effects of interfering variables with our small sample 
size and to ensure that randomization was successful, 
we compared the differences in the means of the three 
constructs included in the presurvey. For all three 
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constructs, including personal innovativeness, feed
back seeking of individuals, and passive argumenta
tive competency, we obtained p-values greater than 
0.05 between the treatment and the control group. 
The p-value for personal innovativeness between both 
groups was p� 0.801, for feedback-seeking of indivi
duals p� 0.624, and for passive argumentative compe
tency p� 0.375, verifying that no significant difference 
exists between the groups.

The mean number of arguments in texts from partici
pants using ArgueLearn was 5.08 (SD� 1.76). For parti
cipants using the alternative tool, we counted a mean 
of 3.2 arguments (SD� 1.51). A linear regression con
firmed that the treatment group wrote texts with a sta
tistically significantly higher objective argumentation 
quality: t-value��3.622 and p< 0.001 (see Table 4). 
For the subjective quality of argumentation, we found 
that on a five-point Likert scale (1: not very persuasive, 
5: very persuasive), texts from the treatment group 
achieved an average value of 3.38 (SD� 0.96). Partici
pants using the argumentative scripting application 
wrote texts with a mean subjective quality of argumen
tation value of 2.79 (SD� 1.19). A linear regression 
showed that the difference was statistically significant: 
t-value��2.654 and p-value� 0.0105 (p< 0.05). This 
indicates that dynamic modeling helps individuals to 

write more convincing texts. The results show that 
learners receiving dynamic ML-based argumentation 
modeling wrote texts with better objective quality of 
argumentation as well as a better subjective quality of 
argumentation compared with those using the scripted 
argumentation modeling benchmark approach. For 
technology acceptance, we calculated each construct’s 
average. The answers were provided on a five-point 
Likert scale (1: strongly disagree, 5: strongly agree). 
ArgueLearn’s perceived usefulness was rated with a 
mean value of 3.48 (SD� 0.58), and its average per
ceived ease of use was 3.83 (SD� 0.65). The mean value 
of intention to use as a writing tool was 3.67 (SD� 0.58). 
The results demonstrate that our participants rated 
ArgueLearn as a dynamic argumentation modeling tool 
positively compared with midpoints. We included 
open questions in our survey to discern the partici
pants’ opinions on the tools used and further evaluated 
our proposed design. The general attitude toward the 
dynamic modeling was positive; the fast, direct feed
back (F6), graph-like visualization of the argumenta
tion structure (F5), and summarizing scores (F3) were 
highlighted. Minor comments were made on the effect 
of erroneous predictions and the accuracy of the model 
(e.g., “I’m not sure how well this algorithm really 
understands what I’m writing.”).

Table 3. Overview of Experimental Studies with Our Dynamic Argumentation Modeling System

Study n Objective Result

Pilot study: Technical and 
design evaluations of the 
artifacts

46 Ensure that the design correctly 
addresses the needs of the users 
and that technical artifacts 
provide high-quality 
argumentation modeling 
feedback.

Moderate agreement for argumentation annotation. 
Satisfying accuracy and performance of argumentation- 

mining algorithm. 
Positive user feedback on the implementation of the 

learning system. 
Eye-tracking studies on how students deal with 

erroneous modeling. 
Study 1: Evaluation of H1 in a 

laboratory experiment
54 Test H1: Whether dynamic 

argumentation modeling improves 
persuasive writing performance 
more so than scripted 
argumentation modeling.

Individuals receiving dynamic argumentation modeling 
wrote texts with better objective quality of 
argumentation as well as better subjective quality of 
argumentation compared with those receiving the 
benchmark of scripted argumentation modeling. 

Study 2: Evaluation of H2 and 
H3 in a laboratory 
experiment

142 Test H2: Whether dynamic 
argumentation modeling improves 
persuasive writing performance 
more so than adaptive support; and 
Test H3: whether, compared with 
adaptive support, dynamic 
argumentation modeling leads to 
better persuasive writing 
performance on both complex and 
simple tasks.

Dynamic modeling helps learners to write their text 
with a better objective quality of argumentation as 
well as better subjective quality of argumentation 
compared with those using traditionally adaptive 
support approaches. 

When facing complex tasks, the positive effect of 
dynamic modeling compared with adaptive support 
is even stronger (large effect) than when facing 
simple tasks (medium effect). 

Study 3: Evaluation of H4 in a 
real-life setting over three 
months

124 Test H4: Whether dynamic 
argumentation modeling on repeated 
argumentation tasks (over three 
months) leads to better learning in 
comparison with static modeling.

Dynamic modeling on learners’ argumentation errors on 
business model reviews helps them to write texts 
with a higher quality of argumentation in another 
argumentation domain (reviews about social debates). 

Learners receiving dynamic modeling wrote texts with a 
better objective quality of argumentation than those 
receiving static or no argumentative modeling. 
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H2 and H3: Impact of Dynamic Argumentation 
Modeling vs. Adaptive Support and 
Task Difficulty
In study 2, our aim was to evaluate H2 whether dynamic 
argumentation modeling improves persuasive writing perfor
mance more so than adaptive support and H3 if, compared 
with adaptive support, dynamic argumentation modeling 
leads to better persuasive writing performance on both com
plex and simple tasks. Again, we used linear regression 
models (ANOVA analysis) and checked their assump
tions visually. Also, we controlled the differences in the 
means of the three constructs included in the presurvey. 
No differences were found between the four groups 
(e.g., personal innovativeness p� 0.61 or feedback seek
ing of individuals p� 0.805).

For H2 and H3 (see Tables 5–7), we examined the 
impact of dynamic modeling versus adaptive support 
while at the same time varying task difficulty (complex 
versus simple task). The results indicated a clear advan
tage for dynamic modeling when considering the objec
tive quality of argumentation. For the complex task 
condition, TG1 (dynamic modeling� complex task) 
showed a mean of 4.56 (SD� 3.01) in objective quality 
of argumentation, which was significantly higher than 
TG3 (adaptive support� complex task), with a mean 
of 2.87 (SD� 1.80). The Tukey post hoc test confirmed 
this difference with a large effect size (p< 0.001, d�
1.1097). This significant disparity highlights the efficacy 

of dynamic modeling over adaptive support in im
proving the objective quality of argumentation, espe
cially in challenging and more complex tasks. For 
subjective quality of argumentation, we do not observe 
a significant difference between both groups. Thus, H2 
is partially confirmed. Similarly, for the simple task 
condition, TG2 (dynamic modeling� simple task) had 
a mean of 3.70 (SD� 3.91) in objective quality of argu
mentation, surpassing TG4 (adaptive support� simple 
task), which had a mean of 2.62 (SD� 1.40). The Tukey 
test revealed in this case a medium-effect size differ
ence between these groups (p� 0.0216, d� 0.6717), rein
forcing the notion that dynamic modeling is more 
effective than adaptive support regardless of task diffi
culty. Again, we do not observe a significant differ
ence for both groups considering subjective quality 
of argumentation. Thus, H3 is also supported partially, 
although we note the difference in effect sizes for ob
jective quality of argumentation, providing evidence 
for a more nuanced effect of the dynamic modeling 
approach for more complex tasks. In summary, the 
results support H2, demonstrating that dynamic argu
mentation modeling is more effective than adaptive 
support in enhancing persuasive writing performance 
when considering objective quality of argumentation. 
For H3, the findings suggest that there is a large effect 
when learners face complex tasks compared with sim
ple tasks (medium effect) when considering objective 

Table 4. Mean and Standard Deviation of Objective and Subjective Argumentation Between Participants Receiving 
Dynamic Modeling (TG) and Scripted Argumentation Modeling (CG) (Study 1)

Group n

Objective quality of argumentationa Subjective quality of argumentationa

Mean age GenderMean SD Mean SD

TG: dynamic modeling 24 5.08 1.76 3.38 0.96 23.8 9 female, 15 male
CG: scripted modeling 30 3.20 1.51 2.79 1.19 23.03 8 female, 22 male
Total 54 t-value � �3.622 

(p < 0.001)
t-value � �2.654 

(p < 0.05)
a1 low, 5 high.

Table 5. Mean and Standard Deviation of Objective and Subjective Quality of Argumentation (Study 2)

Group n

Objective quality 
of argumentationa

Subjective quality 
of argumentationa

Mean age GenderMean SD Mean SD

TG1: dynamic modeling – 
complex task

30 4.56 3.01 3.46 1.15 24.0 11 female, 19 male

TG2: dynamic modeling – 
simple task

34 3.70 3.91 2.88 1.25 23.34 13 female, 20 male

TG3: adaptive support – 
complex task

41 2.87 1.80 2.87 1.00 23.03 15 female, 26 male

TG4: adaptive modeling – 
simple task

37 2.62 1.40 2.51 0.42 23.78 13 female, 24 male

Total 142
a1 low, 5 high.
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quality of argumentation. The interplay between task 
difficulty and the type of support provided appears to 
be a crucial factor in enhancing argumentation skills.

H4: Impact of Dynamic Argumentation Modeling 
vs. Static Argumentation Modeling
To test H4, we took the written peer reviews from the 
posttest of study 2 to measure the students’ objective 
quality of argumentation. We applied the same anno
tation scheme for argumentative knowledge construc
tion used in study 1 (Weinberger and Fischer 2006). 
Two annotators, who had already participated in the 
annotation process for our corpus, annotated the parti
cipants’ texts based on our annotation guidelines and 
prior experience. As in study 1, we took the mean of 
the two annotators to judge the texts’ objective and 
subjective quality of argumentation. We compared the 
objective quality of argumentation between the written 
text of the postsurvey (for an overview, see Tables 8
and 9). To clean our data, we deleted all answers of 

fewer than three sentences, because an argumentative 
discourse structure can be reliably measured only 
from a series of subsequent sentences. Therefore, from 
our 205 randomly assigned participants, we obtained 
124 valid results. We used ANOVA analysis and 
checked their assumptions visually with a test for nor
mality and a test for homoscedasticity, and all assump
tions were met. To control for potential effects of 
interfering variables and to ensure successful random
ization, we compared the differences in the means of 
the three constructs included in the pretest. For all 
three constructs, including personal innovativeness, 
feedback seeking of individuals, and subjective argu
mentation skills, we received p-values larger than 0.05 
between the three groups.

The number of formal arguments in texts from parti
cipants using the dynamic argumentation modeling 
tool (TG1) is significantly higher than students receiv
ing static modeling (TG2) and no modeling (CG). The 
ANOVA analysis confirmed that the TG2 participants 

Table 6. Mean and Standard Deviation of Subjective Quality of Argumentation Between the Four Groups (Study 2)

Group N

Subjective quality 
of argumentationa Tukey HSD test 

TG2 and Cohen’s 
d

Tukey HSD test 
TG3 and Cohen’s 

d

Tukey HSD test 
TG4 and Cohen’s 

dMean SD

TG1: dynamic modeling 
– complex task

30 3.46 1.15 p � 0.0822 
d � 0.5312 

(small)

p � 0.0615 
d � 0.5689 
(medium)

p � 0.0006*** 
d � 1.101 (large)

TG2: dynamic modeling 
– simple task

34 2.88 1.25 — p � 0.9999 
d � 0.004 

(negligible)

p � 0.3844 
d � 0.4066 

(small)
TG3: adaptive support – 

complex task
41 2.87 1.00 — — p � 0.2530 

d � 0.426 (small)
TG4: adaptive modeling 

– simple task
37 2.51 0.42 — — —

Total 142 p � 0.00163** (p < 0.001) ***p < 0.001, **p < 0.01, *p < 0.05
a1 low, 5 high.

Table 7. Mean and Standard Deviation of Objective Quality of Argumentation Between the Four Groups (Study 2)

Group n

Objective quality 
of argumentationa Tukey HSD test 

TG2 and Cohen’s 
d

Tukey HSD test 
TG3 and Cohen’s 

d

Tukey HSD test 
TG4 and Cohen’s 

dMean SD

TG1: dynamic 
modeling – 
complex task

30 4.56 3.01 p � 0.1308 
d � 0.4607 

(small)

p < 0.001*** 
d � 1.1097 

(large)

p < 0.001*** 
d � 1.3345 

(large)
TG2: dynamic 

modeling – 
simple task

34 3.70 3.91 — p � 0.1088 
d � 0.4963 

(small)

p � 0.0216* 
d � 0.6717 
(medium)

TG3: adaptive 
support – 
complex task

41 2.87 1.80 — — p � 0.8885 
d � 0.2014 

(small)
TG4: adaptive 

modeling – 
simple task

37 2.62 1.40 — — —

Total 142 p � 0.00002*** (p < 0.001) ***p < 0.001, **p < 0.01, *p < 0.05
a1 low, 5 high.
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wrote texts with a statistically significantly higher ob
jective quality of argumentation: p� 0.0009 (p< 0.001). 
To measure the effects between the groups, we ran a 
Tukey post hoc test to check for differences in the objec
tive quality of argumentation and confirmed a signifi
cant difference between participants using the dynamic 
ML-based argumentation modeling tool (TG2) and par
ticipants receiving static argumentation modeling (TG1) 
with a p-value of 0.0150 (p< 0.05). Moreover, the test 
also confirmed that students in TG2 (dynamic modeling 
with ArgueLearn) wrote their text with better objec
tive quality of argumentation than the control group 
with a p-value of 0.001 (p< 0.01). We also calculated the 
Cohen’s d between the different groups to measure the 
effect size. Cohen suggested that d� 0.2 be considered a 
“small” effect size, whereas 0.5 represents a “medium” 
effect size and 0.8 a “large” effect size. This means that if 
two groups’ means do not differ by 0.2 standard devia
tions or more, then the difference is trivial even if statisti
cally significant (Cohen 1988). For the effect between 
TG2 (dynamic modeling with ArgueLearn) and TG1, a 
d� 0.6829 indicates a medium effect size. The differ
ences between TG2 and CG also indicate a medium 
effect (d� 0.7395) (Cohen 1988) for objective quality of 
argumentation.

We found no significant difference in subjective qual
ity of argumentation between the groups (p� 0.8969, 
see Table 9). Participants using ArgueLearn (TG2) wrote 

their texts with a subjective quality of argumentation of 
3.06 (SD� 0.8077), whereas TG1 students wrote with a 
subjective quality of argumentation of 2.76 (SD� 0.9140). 
In the CG texts, we measured a subjective quality of 
argumentation of 3.07 (SD� 0.9998). These results indi
cate that dynamic modeling on students’ argumentation 
helps them to write objectively more argumentative 
texts in another domain (e.g., persuasive reviews about 
social debates). However, it does not help them to write 
with higher subjective quality of argumentation levels 
in other domains. As described above, we also included 
open questions in our survey to obtain the participants’ 
opinions on ArgueLearn’s design and interactivity to 
further evaluate our functionalities. The general atti
tude toward ArgueLearn was positive. Again, the fast 
and direct feedback mechanism (artifact 3, F3), the 
argumentation learning dashboard (artifact 4, F1-F6), 
and the graph-like visualization of the argumentation 
structure (artifact 4, F5) were praised several times. 
However, sometimes ArgueLearn did not correctly clas
sify claims and premises, which users suggest needs 
improving (artifact 3, accuracy of the argumentation 
mining algorithm).

Post Hoc Analysis of Learner Expertise
As we controlled in all studies for learner expertise, 
which is considered as an important aspect for (argu
mentation) learning outcomes (Marcus et al. 1996, Lin 

Table 8. Mean and Standard Deviation of Objective Quality of Argumentation Between the Three Groups of Our Field 
Experiment (Study 3)

Group n

Objective quality 
of argumentationa TukeyHSD 

test TG2 and 
Cohen’s d

TukeyHSD 
test (CG) and 

Cohen’s d Mean age GenderMean SD

TG1: Dynamic 
modeling

41 4.04 1.33 p � 0.0150* 
d � 0.6829 
(medium)

p � 0.001** 
d � 0.7395 
(medium)

25.40 21 female, 20 male

TG2: Static 
modeling

36 3.20 1.09 — p � 0.8137 
d � 0.1374 
(negligible)

25.70 8 female, 28 male

CG: No modeling 47 3.03 1.40 — — 25.27 18 female, 29 male
Total 124 p � 0.0009*** (p < 0.001) **p < 0.01, *p < 0.05
a1 low, 5 high.

Table 9. Mean and Standard Deviation of Subjective Quality of Argumentation Between the Three 
Groups of Our Field Experiment (Study 3)

Group n

Subjective quality 
of argumentation

Tukey HSD test TG2 Tukey HSD test (CG)Mean SD

TG1: Dynamic modeling 41 3.06 0.80 p � 0.8486 p � 0.9886
TG2: Static modeling 36 2.76 0.91 — p � 0.7842
CG: No modeling 47 3.07 0.99 — —
Total 124 p � 0.8969
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et al. 2020), we further explored in a post hoc analysis 
whether learner expertise has an impact on the effec
tiveness of our approach. Therefore, we checked all con
ducted studies for the impact of the variable learner 
expertise on the argumentation outcomes of students. 
For this, we assessed the presurvey data from our stud
ies to conduct a mean split for each group of the vari
able of “argumentation competence” (presurvey, i.e., 
Flender et al. 1999). We compared the split groups of 
the conditions (four groups in study 1, eight groups in 
study 2, and six groups in study 3) with the argumenta
tive outcomes. Across all three studies, we did not find 
any significant difference between any of the groups on 
the objective and the subjective argumentation skills 
(study 1: objective quality of argumentation p� 0.40376, 
subjective quality of argumentation p� 0.91270; study 
2: objective quality of argumentation p� 0.1473, subjec
tive quality of argumentation p� 0.1467; study 3: objec
tive quality of argumentation p� 0.6668, subjective 
quality of argumentation p� 0.3477).

Discussion and Implications
Discussion of Findings
This work makes several contributions to academic 
research in the fields of argumentation learning, 
technology-mediated learning, and teaching with IS, 
especially for the development of skills with artificial 
intelligence and social cognitive theory. Providing sup
port for individuals with technology-mediated feedback 
to learn and practice argumentation is a growing and 
important research field for a skill-based (continuous) 
education (OECD 2018, WEF 2018). Hence, our objective 
was to investigate whether dynamic argumentation 
modeling helps learners increase their argumentation 
skills across domains compared with the benchmarks of 
scripted argumentation modeling, adaptive support, 
static modeling, and no modeling. Based on a socio- 
technical IS perspective guided by social cognitive the
ory, we demonstrate how novel learning systems can 
automate dynamic argumentation modeling for indivi
duals to learn and practice argumentation skills based 
on their logical argumentation errors irrespective of 
instructor, time, and location. We empirically examine 
the role of dynamic argumentation modeling on stu
dents’ persuasive writing with two randomized labora
tory experiments and a long-term field experiment. The 
results show that dynamic argumentation modeling 
helps students to write more persuasive texts compared 
with scripted modeling (study 1), adaptive support 
(study 2), and static as well as no modeling (study 3) 
when considering objective quality of argumentation. 
Moreover, learners who repeatedly received dynamic 
argumentation modeling over three months improved 
their objective argumentation skills significantly in 
another argumentative writing domain compared with 

learners who received static or no argumentation 
modeling. Furthermore, we provide evidence that the 
effects of dynamic argumentation modeling are pre
sent for both complex tasks and simple tasks (com
pared with traditional adaptive support approaches 
when considering objective quality of argumentation). 
Also, the findings do not show any influence of prior 
learner expertise on our dependent variables.

Theoretical Contributions and Practical 
Implications
Our work directly contributes to the literature on argu
mentation learning systems (Scheuer et al. 2010), writ
ing support systems (Afrin et al. 2021), and technology- 
mediated learning with IS (Gupta and Bostrom 2013). 
In order to illuminate the additional boundary condi
tions of our results, we underline our findings with 
qualitative comments from the laboratory experiments 
(study 1 and study 2) and the field experiment (study 
3). Although research has recognized the potential of 
dynamic modeling for supporting students and educa
tors and possibly transforming institutional activities 
(such as persuasive essay scoring) (Scheuer et al. 2010, 
Scheuer 2015, Stab and Gurevych 2017b, Afrin et al. 
2021), little attention has been paid to the impact of IS 
based on ML capabilities (i.e., argumentation mining) 
and students’ learning outcomes in the field. Our work 
combines previous findings and theories for the design 
of technology-mediated learning systems and argu
mentation mining technology (Bostrom and Heinen 
1977, Gupta and Bostrom 2009, Scheuer et al. 2010, Fan 
et al. 2020, Afrin et al. 2021, Huang et al. 2021) to pro
pose an IT solution for providing dynamic argumenta
tion modeling support to learners. We present an 
empirical evaluation based on both controlled labora
tory studies and a long-term field experiment of a 
dynamic argumentation modeling system based on 
ML (Scheuer et al. 2010, Noroozi et al. 2020). Past 
research has presented general artifact design studies 
mainly in the fields of NLP and HCI (Scheuer et al. 
2012, Scheuer 2015, Lippi and Torroni 2016, Chernodub 
et al. 2019, Lauscher et al. 2019, Afrin et al. 2021); how
ever, it has lacked rigorous studies about the embed
ding and impact of these IS on students’ argumentation 
writing skills (Scheuer 2015, Stab and Gurevych 2017b). 
In fact, research has shown the impact of scripted argu
mentation modeling on the objective quality of argu
mentation, which has been the standard for training 
argumentation skills at scale (see, e.g., Stegmann et al. 
2012, Fischer et al. 2013). We tested the impact of 
dynamic modeling through our instantiation ArgueLearn 
in two controlled laboratory experiments with 196 lear
ners (study 1 and study 2) and an extensive field experi
ment with 124 students over three months (study 3). We 
found that individuals receiving ML-based dynamic 
argumentation modeling support improved their short- 
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and long-term persuasive writing skills with better 
objective quality of argumentation than participants 
who received scripted argumentation modeling, adap
tive support approaches, static modeling, or no model
ing support. Our results indicate that learners also write 
text with a higher subjective quality of argumentation in 
short-term scenarios. In this context, two learners in the 
treatment condition of study 1 highlighted the inhibiting 
effect of dynamic modeling in their learning process:

It was positive that the tool presented which premises 
support which of my claims and which arguments hung, 
so to speak, freely in the air.

I really like the visualization of the individual arguments: 
It is shown which theses are put forward and which argu
ments are used to support them. This shows what is still 
lacking in a meaningful argumentation.

However, the subjective argumentation level seems to 
not significantly improve through our dynamic argu
mentation modeling system across different learning 
domains. The effectiveness of dynamic argumentation 
modeling is not only valuable for students learning 
argumentation skills and educators judging students’ 
argumentation levels but also for higher education insti
tutions operating in an increasingly complex and com
petitive environment (Daniel 2015).

Our findings indicate that dynamic argumentation 
modeling significantly enhances the subjective quality 
of argumentation even more than adaptive support. 
This supports the argument presented by Scheuer et al. 
(2014) and McLaren et al. (2010), who advocated for 
adaptive support in argumentation learning. However, 
our study extends this by demonstrating the superior
ity of dynamic modeling, which is a more sophisticated 
form of support. Unlike basic adaptive approaches that 
rely primarily on textual feedback or dashboard-like 
charts, dynamic modeling, as we implemented, incor
porates advanced features like dynamic highlighting 
and graph-like representations of argumentation struc
tures, focusing on learners’ errors.

Theoretically, this aligns with the principles of social 
cognitive theory, which emphasizes the importance of 
interactive and dynamic learning environments. As 
suggested by Guerraoui et al. (2023), adaptive feedback 
mechanisms like highlighting are insufficient on their 
own. Our study’s results underscore the importance of 
integrating these mechanisms within a broader, more 
interactive framework that encourages deeper engage
ment with the argumentation process. Practically, the 
incorporation of dynamic elements in argumentation 
modeling offers a more immersive and responsive 
learning experience, leading to improved argumenta
tion skills.

The findings for task difficulty suggest that the posi
tive effect when comparing adaptive support and our 

approach of dynamic argumentation modeling is even 
stronger (considering the effect size) when learners face 
a more complex task. In the context of argumentation 
learning, complex tasks typically require deeper cogni
tive engagement, making them ideal for testing the full 
potential of dynamic argumentation modeling (Sweller 
et al. 1998, Nussbaum 2008). The enhanced effective
ness of our dynamic modeling approach, especially in 
the face of challenging tasks, aligns with social cogni
tive theory, which posits that learning is most effective 
when it challenges and engages the learner. This theory 
suggests that dynamic modeling, with its real-time 
feedback and adaptive learning pathways, is particu
larly suited to complex tasks where traditional meth
ods, such as static modeling or basic adaptive support, 
may fall short. Even though, in simpler tasks, we also 
observe a difference in performance between dynamic 
modeling and adaptive support, our results indicate 
that the benefits of sophisticated modeling techniques 
are more pronounced when students are challenged 
with complex argumentative structures and ideas.

Our findings show nuanced results on the impact 
of dynamic argumentation modeling and adaptive 
support on persuasive writing performance. H2 and 
H3 were only partially supported because our study 
showed that dynamic modeling enhances learners’ 
ability to construct arguments with better objective 
quality in comparison with traditional adaptive sup
port methods. When facing complex tasks, the positive 
effect of dynamic modeling on the objective quality of 
argumentation compared with adaptive support is 
even stronger (large effect) than when facing simple 
tasks (medium effect). When it comes to the subjective 
quality of argumentation, however, we did not find 
significant differences between dynamic and adaptive 
approaches for simple tasks. This finding suggests that 
although dynamic modeling effectively supports the 
objective quality of argumentation, especially in com
plex scenarios, it may not equally enhance aspects of 
argumentation that contribute to subjective quality of 
argumentation across all task difficulties.

One plausible explanation for this phenomenon lies in 
the nature of the feedback mechanisms provided by the 
dynamic modeling approach as well as by the adaptive 
approach. Both feedback mechanisms are based on Toul
min’s theory of argumentation (Toulmin 1984), which 
looks mostly at objective argumentation structures. In 
the dynamic modeling approach, students experienced 
support on their objective quality of argumentation, and 
that’s what they improved in both tasks. Although more 
formal arguments lead to a higher persuasiveness, our 
results show that there are other factors that seem to 
influence the persuasiveness of texts. Based on Aristo
teles’ framework of persuasion, also ethos (e.g., credi
bility) and pathos (emotions) can lead to convincing 
argumentation (alongside to logos� formal structure). 
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Specifically, in simpler tasks, the enhancement of objec
tive quality of argumentation through dynamic model
ing does not necessarily translate to improvements in 
ethos and pathos, which are essential for the subjective 
quality of arguments. This suggests that although en
hancing structural and logical components of arguments 
is vital, a comprehensive approach that also addresses 
the rhetorical aspects of persuasion is crucial for foster
ing persuasive writing skills across varying task com
plexities. Future research could hence, also dive into 
modeling ethos and pathos in human argumentation to 
support persuasive writing more holistically.

We also controlled for learner expertise in our analy
sis as an important boundary condition in self- 
regulated learning (see, e.g., Zimmerman and Schunk 
2001). We observed a consistent pattern; there were no 
significant differences in both objective and subjective 
quality of argumentation among learners of varying 
expertise levels when utilizing our approach. This uni
formity in the effectiveness of our approach, regardless 
of the learner’s initial argumentation proficiency, is 
particularly insightful because prior research suggested 
that some learners are just gifted and perform better in 
argumentative reasoning (Means and Voss 1996). It 
indicates that our approach, grounded in dynamic 
modeling and social cognitive theory, is capable of 
catering to a diverse range of learners, effectively sup
porting their argumentation learning irrespective of 
their starting skill level. The differential impact of feed
back, as proposed by Kalyuga (2007), suggests that 
learners at varying levels of expertise may benefit dif
ferently from dynamic feedback because of their dis
tinct cognitive processing stages. For instance, novices 
might focus more on understanding the basic structure 
of arguments, whereas experts might look for more 
nuanced feedback to refine their argumentative struc
ture provided by dynamic modeling. In contrast, high- 
expertise learners might find significant advancements 
harder to achieve, as explained by Kalyuga et al. 
(2003), suggesting a convergence in learning outcomes 
despite initial expertise disparities. This effect is typi
cally caused by the expertise-reversal effect that makes 
feedback practically useless or even detrimental if a 
learner exhibits high expertise because feedback infor
mation adds another layer of (extraneous) information 
to process (Kalyuga 2007). Nonetheless, the tailored 
feedback delivered by our dynamic modeling system 
may contribute to similar learning improvements across 
expertise levels, thus weakening the expertise-reversal 
effect. The consistency in outcomes across different 
expertise levels aligns well with the observed stronger 
positive effect of our approach in complex tasks. Com
plex tasks demand a higher level of engagement and 
cognitive processing, which our system seems to facili
tate effectively for all learners. This suggests that the 
dynamic nature of our system, with its capacity to 

provide tailored, real-time feedback and adapt to the 
learner’s needs, is a key factor in its success. Further
more, argumentation is a less structured task, where 
the expertise-reversal effect is not as pronounced as in 
structured tasks (Nievelstein et al. 2013).

Our work contributes to the underlying learning 
mechanisms rooted in social cognitive theory (Bandura 
1977). By enabling positive behavior changes in learning 
processes through dynamic modeling, our results high
light that providing dynamic models based on ML 
advances IS research that previously relied mainly on 
static models (see, e.g., Gupta and Bostrom 2013 and Sul
livan et al. 2022). This result is especially novel for argu
mentation skill learning and skills in general because 
past work has mainly developed theories of learning by 
examples and by doing (e.g., ACT-R theory and SimStu
dent theory) in STEM context. This project demonstrates 
that this theory generalizes outside of math and science 
domains to argumentative writing (see, e.g., Anderson 
et al. 1995 and Matsuda et al. 2015). Past research on 
dynamic argumentation learning has focused mostly 
on general design elements for adaptive argumentation 
monitoring, for example, based on in-text highlighting 
(Scheuer et al. 2010, Chernodub et al. 2019, Wang et al. 
2020, Afrin et al. 2021), whereas perspectives on social 
cognitive learning theory with an interdisciplinary IS 
research perspective were absent. Moreover, past argu
mentation learning theories, such as representational 
guidance theory (Suthers and Hundhausen 2001, Suthers 
2003), focused exclusively on argumentation representa
tion forms (e.g., supporting argumentation learning by 
providing representations of argumentation structures 
with the objective of stimulating and improving individ
ual reasoning, collaboration, and learning) (Suthers and 
Hundhausen 2001; Scheuer et al. 2010, 2012). Our 
research provides novel insights into how learners’ argu
mentative writing based on dynamic modeling may be 
supported in combination with a socio-technical design 
embedding. This provides a leap forward to extend 
social cognitive theory by utilizing ML-based feed
back systems. Our study provides novel experimen
tal findings for the impact of these systems on skills. 
This is also exemplified in the following two com
ments by learners from study 3:

It was interesting to see the system acknowledges claims 
and premises.

This is the first time I have used such a tool. Through 
the analysis, I have been partially made aware of gaps 
in my argumentation style.

Educational theories in general (such as social cogni
tive theory) and argumentation learning theories speci
fically (Scheuer et al. 2010, Bjork et al. 2013, Metcalfe 
2017, Lawrence and Reed 2019) demonstrate the poten
tial to investigate dynamic modeling as a new genre of 
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educational IS to provide natural observational learning 
processes for the maximum impact of IS in educational 
settings, thus advancing the rather static view of IS 
research on behavioral modeling (Yi and Davis 2003, 
Sullivan et al. 2022). Learners stand to benefit from 
the application of ML-based feedback as well as educa
tors and educational institutions, which could increase 
their efficiency and effectiveness. For example, dynamic 
argumentation modeling could also be utilized to auto
mate argumentative essay correction on a deeper granu
lar level (subsentence-based). Educators may rely on 
ML-based approaches to receive reliable support in scor
ing student-written essays’ argumentation. The theory- 
based view of our proposed IT solution as a system class 
for technology-mediated learning can encourage educa
tional IS researchers to further investigate, implement, 
and drive the research and functionalities of ML-based 
argumentation learning systems. The systematic concep
tualization in a service-oriented architecture provides a 
solid foundation for further development and imple
mentation of such systems (Elshan et al. 2023). In partic
ular, the module-based composition can encourage 
research in different domains and disciplines to contrib
ute to an (argumentation) skill-based education in the 
future (e.g., for computer linguistics by providing more 
student-written corpora and models or for HCI by 
investigating interaction designs for novel skill training). 
Moreover, we exemplify how to embed argumentation 
mining technology in an IS context. Argumentation min
ing is a powerful method and toolset for investigating 
and contributing to various IS research phenomena, for 
example, in the context of opinion mining, decision sup
port systems, logical online discussions, or social media 
analysis (Abbasi et al. 2008, 2018; Deng et al. 2019; Law
rence and Reed 2019). However, argumentation mining 
has not been widely adopted in IS research (Skiera et al. 
2022). The resulting knowledge is valid not only for our 
specific case but also for further use cases in adaptive 
argumentation learning. For instance, the architecture 
and the modules may be applied in courses dealing 
with content other than business models or other lan
guages; the back-end algorithm must simply be adapted 
to the other scenario. As described, multiple corpora 
and argumentation mining models can be easily embed
ded as a module in the service-oriented architecture 
for dynamic argumentation feedback systems (e.g., for 
English students’ essays (Stab and Gurevych 2017b) or 
English law cases (Mochales Palau and Ieven 2009). The 
user interface and the overall system design need not be 
adapted for these use cases. It is also possible to transfer 
the design knowledge to pedagogical scenarios that tar
get other skills. For instance, for general feedback skills 
or empathy skills, a similar learning system can be used. 
However, in this case, the system design may require 
partial revision (e.g., the graph visualization or dash
board may need to be adapted).

Limitations, Future Research, 
and Conclusion
Our research has several limitations and boundary 
conditions that bear potential for possible future 
research. First, our approach was evaluated on lear
ners in the context of higher education. Although it is 
reasonable to assume that transferability to other cases 
is possible without major changes, we cannot prove it 
with our research design. Second, our studies were 
limited in sample size. Further empirical evaluations 
are necessary to replicate the results in other educa
tional domains and additional sample sizes to further 
evaluate the effects of dynamic modeling on students’ 
skills. Third, we aim to highlight our study’s ethical 
limitations; regarding the implementation of our intel
ligent learning system, we have no desire to replace 
human educators, because we believe that skilled tea
chers will—for the foreseeable future—be able to pro
vide better dynamic modeling than ML. Concerns 
about receiving feedback from artificial intelligence 
were also evident in some learner comments, for 
example, like this exemplary comment from a student 
in study 3:

I am not sure if this tool is really useful. In my opinion, 
argumentative texts cannot be evaluated by AI.

However, we hope that through our system, human 
educators can focus more on detailed questions and 
devote more time to difficult cases. For example, fol
lowing the logic of hybrid intelligence, educators or 
peers could focus more on the quality of content of the 
argumentation, whereas an ML-based learning system 
targets the structural elements of the argumentation. 
This potential benefit of AI-based systems for learning 
processes is especially evident given the uprise of 
large language models such as OpenAI’s GPT4 or the 
ChatGPT system that make it necessary to think about 
the beneficial usage of ML-based learning systems 
instead of forbidding them (Mollick and Mollick 2022). 
Fourth, we also perceive several data privacy concerns 
regarding the integration of our tool into a common 
writing editor because personal data (e.g., about stu
dents’ argumentation skills) might be exposed to third 
parties or systematically collected. Hence, we recom
mend future discussions on dealing with the trade-off 
of making novel user-centered learning applications 
widely accessible and easy to use without exposing 
learner data (Dickhaut et al. 2023). Nevertheless, be
cause our system is based entirely on native libraries 
and frameworks, we can ensure that our architecture 
ensures that no personal data leave the university ser
ver’s infrastructure.

Fifth, and most importantly, a natural limitation 
arises from the nature of dynamic ML-based modeling 
and possibly biased or erroneous advice. Although we 
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took several measures to counteract and control for 
possible harm of our dynamic ML-based modeling 
tool, we cannot explicitly expel any negative effects. 
This can be seen, for example, in this exemplary com
ment stated by a learner (study 1):

I have the feeling that depending on the sentence struc
ture, the tool does not recognize whether an argument 
is also supported with facts or examples.

To counter possible bias and erroneous predictions, 
we took several measures. First of all, we focused on 
the possibility of erroneous predictions of dynamic 
ML-based modeling from the very beginning of the 
core design of our study. For example, we explicitly 
asked in our 30 user interviews about the options of 
erroneous feedback and incorporated that into the 
user interaction of our tool design. Moreover, we con
trolled for the effects of erroneous modeling on stu
dents in 13 eye-tracking studies and then qualitative 
comments of all experiments (study 1, study 2, and 
study 3). In fact, based on the user requirements 
derived from our 30 interviews and the known possi
bility of erroneous recommendations, we decided, for 
example, to not explicitly recommend students to 
change their argumentation if they had an error (e.g., 
“please add a premise here”) but instead just indicated 
their argumentative error. Also, the way the system is 
introduced to students, as well as how the explana
tions and help texts are written, set the mindset for the 
student that ArgueLearn is a “learning” prototype 
(“also a student like you, that is learning and possibly 
sometimes making unintended mistakes”) to provide 
the right framing. Nevertheless, we controlled for any 
harm and problems in the qualitative comments of 
students in the survey after the treatment of both stud
ies. Although we did not find a significant number of 
negative comments (most students did not mention 
the effect of erroneous predictions on their learning 
task), some students mentioned erroneous predictions 
(as exemplified by the user comment above).

We believe that as learners become more proficient 
with novel technologies (e.g., ChatGPT; Knoth et al. 
2024), they may be able to identify erroneous feedback 
and might develop strategies to mitigate the negative 
impact of such errors on their learning. Interestingly, 
this tendency can also be regarded in the literature of 
algorithmic appreciation and aversion in the context of 
erroneous AI advice (Dietvorst et al. 2018, Fuegener 
et al. 2021, Schmitt et al. 2021). Nonetheless, we expect 
that learning to deal with imperfect AI advice will be 
the future when interacting with these systems. In con
sequence, achieving AI literacy will be the key for indi
viduals, and future research should take a closer look 
at how we can improve AI literacy to improve the out
comes of AI-based systems (Tolzin et al. 2024).

Additionally, we performed an ex post Word Embed
ding Association Test (WEAT) analysis (Caliskan et al. 
2017) and the German adaptation of WEAT (Kurpicz- 
Briki 2020) as a commonly used methodology to assess 
conceptual, racial, and gender bias in different parts of 
the NLP pipeline of our corpus to control for systematic 
biases (Hovy and Prabhumoye 2021). We found that our 
collected corpus does not reveal many biases in using 
WEAT co-occurrence analysis or GloVe models.5

Finally, we aim to call for future research on the 
effects of dynamic argumentation modeling on differ
ent groups of users. For example, Noroozi et al. (2023) 
found that female students provided better justifi
cations for problems identified in peer review, more 
constructive reviews, and higher-quality peer reviews 
overall than males. Although we did not find gender 
differences for any variable in our experiment, it may 
be interesting to examine the effect of dynamic model
ing on various demographic variables to control for 
bias and fairness in our dynamic ML-based modeling. 
Moreover, although dynamic modeling may have a 
positive effect on the majority of students, it may also 
be demotivating for some minority groups, for exam
ple, low-performing students, although we did not 
see any performance effects of learner expertise. Even 
though we did not see any negative effects in our sam
ple size, future research should shed additional light on 
the unintended consequences of dynamic argumenta
tion modeling and should investigate whether scaffold
ing procedures (Janson et al. 2020) are necessary for 
different user groups with different proficiency levels.

In conclusion, our research offers empirical and design 
knowledge to further improve educational feedback 
applications based on intelligent algorithms. With further 
advances in NLP and ML, we hope our work will encour
age researchers to design more intelligent feedback sys
tems for other learning scenarios or skills and thus 
contribute to the OECD Learning Framework 2030 
toward a skill-based education related to transformative 
competencies such as reconciling tensions and dilemmas.
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Endnotes
1 More information about the inter-annotator agreements of our argu
mentation corpus of 1,000 student-written texts, the trained ML model, 
and its tuned accuracy can be found in Wambsganss et al. (2020b).
2 The interview guideline consists of 29 questions focusing on the 
learner-interaction and the argumentation learning process of 
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students. Each interview lasted around 30 to 50 minutes. The inter
viewed students were between 22 and 28 years old and were all stu
dents of economics, computer science, or psychology; 13 were male, 
and 17 were female.
3 The annotation guidelines as well as the entire corpus can be 
freely accessed at https://github.com/thiemowa/argumentative_ 
student_peer_reviews.
4 The experimental studies are in line with the ethical guidelines of 
our university. Moreover, the students gave their consent to utilize 
the anonymized data for scientific purposes.
5 The detailed bias analysis on our corpus as well as the methodol
ogy are published in Wambsganss et al. (2022a).
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