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Abstract

Background: A large language model (LLM) is a machine learning model inferred from text data that captures subtle patterns
of language use in context. Modern LLMs are based on neural network architectures that incorporate transformer methods. They
allow the model to relate words together through attention to multiple words in a text sequence. LLMs have been shown to be
highly effective for a range of tasks in natural language processing (NLP), including classification and information extraction
tasks and generative applications.

Objective: The aim of this adapted Delphi study was to collect researchers’ opinions on how LLMs might influence health care
and on the strengths, weaknesses, opportunities, and threats of LLM use in health care.

Methods: We invited researchers in the fields of health informatics, nursing informatics, and medical NLP to share their opinions
on LLM use in health care. We started the first round with open questions based on our strengths, weaknesses, opportunities, and
threats framework. In the second and third round, the participants scored these items.

Results: The first, second, and third rounds had 28, 23, and 21 participants, respectively. Almost all participants (26/28, 93%
in round 1 and 20/21, 95% in round 3) were affiliated with academic institutions. Agreement was reached on 103 items related
to use cases, benefits, risks, reliability, adoption aspects, and the future of LLMs in health care. Participants offered several use
cases, including supporting clinical tasks, documentation tasks, and medical research and education, and agreed that LLM-based
systems will act as health assistants for patient education. The agreed-upon benefits included increased efficiency in data handling
and extraction, improved automation of processes, improved quality of health care services and overall health outcomes, provision
of personalized care, accelerated diagnosis and treatment processes, and improved interaction between patients and health care
professionals. In total, 5 risks to health care in general were identified: cybersecurity breaches, the potential for patient
misinformation, ethical concerns, the likelihood of biased decision-making, and the risk associated with inaccurate communication.
Overconfidence in LLM-based systems was recognized as a risk to the medical profession. The 6 agreed-upon privacy risks
included the use of unregulated cloud services that compromise data security, exposure of sensitive patient data, breaches of
confidentiality, fraudulent use of information, vulnerabilities in data storage and communication, and inappropriate access or use
of patient data.

Conclusions: Future research related to LLMs should not only focus on testing their possibilities for NLP-related tasks but also
consider the workflows the models could contribute to and the requirements regarding quality, integration, and regulations needed
for successful implementation in practice.
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Introduction

Background
A large language model (LLM) is a machine learning model
that encodes complex patterns of language use derived from
vast quantities of input texts [1,2]. Modern LLMs use neural
network architectures, typically enhanced with a transformer
attention mechanism that captures associative relationships
between words based on shared context [3]. They use attention
or self-attention to identify how distant data elements influence
and depend on one another. Specifically, transformers learn
context by tracking relationships in sequential data such as
words in a sentence. Typically, transformer-based models are
trained in 2 phases: the pretraining phase focuses on generic
representation learning, and the transfer learning phase focuses
on adjusting the model to an application-specific prediction task
[4]. The pretrained models, which are often trained on large
data sets (eg, Wikipedia, Reddit, biomedical literature, or public
medical data sets), are tuned to be used for a wider set of tasks
and can be fine-tuned for specific tasks [5]. In this study, we
consider LLMs that use transformers for tasks related to medical
natural language processing (NLP) tasks.

First described in 2017 by researchers from Google [3], LLMs
are very well suited to NLP [6,7] for tasks such as machine
translation [8], document summarization [9], natural language
generation [10], and emotion recognition [11]. For example,
Yang et al [12] explored LLMs for clinical concept extraction.
Specifically, they tested 4 architectures—Bidirectional Encoder
Representations From Transformers (BERT) [13], Robustly
optimized BERT approach, A lite BERT, and Efficiently
Learning an Encoder that Classifies Token Replacements
Accurately—and achieved F1-scores between 93% and 95%.
The public has gained widespread awareness of LLMs starting
in 2022 with the release of ChatGPT, which uses a generative
pretrained transformer model. The studies on ChatGPT
demonstrate a huge potential, but some have identified
limitations [14]. For instance, Cocci et al [15] assessed ChatGPT
as a tool for providing medical information to patients in the
context of urology. They compared output generated by
ChatGPT to that provided by a board-certified urologist.
Although they concluded that this approach has “the potential
to enhance health outcomes and patient satisfaction” [15], they
also identified an inadequate appropriateness and quality of
responses. Many use case–specific appraisals of LLM
technology beyond the ones outlined here are becoming
available. For this reason, it is useful to identify and summarize
the overall potential benefits and risks of these technologies.

Several individual opinion papers on the strengths, weaknesses,
opportunities, and threats (SWOT) of LLMs in general, and
ChatGPT in particular, have been published recently. Farrokhnia
et al [16] conducted a SWOT analysis and outlined ChatGPT’s

strengths and weaknesses with a specific focus on education.
In a systematic review, Garg et al [17] described articles on the
use of ChatGPT in clinical practice and medical research to
summarize the potential of ChatGPT in diagnosing and treating
patients as well as its possible contributions to medical research.
Lee et al [18] have also studied the benefits, limits, and risks
of ChatGPT in the medical domain. Although multiple studies
have assessed the quality of LLMs for various tasks in the health
care domain [19-21], a comprehensive description of the
potential benefits and risks of LLMs, along with their relative
importance according to multiple participants from a range of
settings, has yet to be provided.

We believe that aggregated researchers’ opinions are needed
because individual studies can never reflect the entire potential
and risks might have been overlooked. It is essential to ensure
a responsible and safe use to protect patients’ interests and foster
trust in artificial intelligence (AI)–driven health care
technologies. Such work can guide future research and
development efforts to effectively address specific health care
challenges.

Objectives
Overall, the objectives of our study were to seek researchers’
opinions on (1) the likelihood that LLMs will be adopted in
health care and for what purposes, (2) the likely benefits of
LLMs in health care, (3) the shortcomings and risks of LLM
adoption in health care, (4) the requirements for the adoption
of LLMs in health care, and (5) the reliability of LLMs in future
health care.

Where there was substantial agreement among respondents, the
responses were analyzed to identify the SWOT of LLMs and
derive practical and research implications.

Methods

Overview
We followed a 2-step process. First, a modified Delphi method
[22] was used to aggregate opinions on the potential and
limitations of LLMs in health care. Second, to increase the
practical relevance of the analysis, the results were aggregated
into the SWOT of LLMs. The Delphi method is widely used to
evaluate consensus, or lack thereof, among participants [23].
Similarly, the Delphi method has been considered suitable for
exploratory idea generation on complex and multidisciplinary
topics, especially if the objective of the research is the analysis
of new trends [24-28]. In addition, this method has been widely
applied to the health care domain [19-21,29-32].

Our iterative process consisted of four stages (Figure 1): (1)
preparatory phase, (2) Delphi rounds, (3) data processing and
analysis, and (4) concluding and reporting.
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Figure 1. Stages of the study process.

Study Development

Preparatory Phase
The first stage in the defined Delphi process sought to develop
the initial questionnaire for the first round. An iterative
development process was followed. First, potential items for

inclusion were identified by KD and RM by formulating
questions and statements referring to demographic data as well
as data related to the SWOT analysis (Textbox 1). Then, a third
researcher (ORR) reviewed all the questions and provided
feedback. Discrepancies were resolved through consensus
among the 3 researchers.

Textbox 1. Questions driving the strengths, weaknesses, opportunities, and threats analysis.

Internal features

• Strengths

• What are the advantages of large language models (LLMs) in health care?

• What are the achievements of LLMs in health care?

• Do LLMs already significantly improve digitized processes in health care?

• Weaknesses

• Which disadvantages of applying LLMs in health care exist?

• Are LLMs sufficiently developed to be actually reliable?

• Do LLMs support saving costs as well as ecological sustainability?

External features

• Opportunities

• What are current trends that support LLMs in health care?

• What are shortcomings in health care that can be exploited by LLMs?

• Do LLMs benefit from specific developments in both artificial intelligence and health care?

• Threats

• Which risks could emerge for health professionals, patient care, data protection, or general health IT due to the adoption of LLMs?

• Do LLMs contribute to discrimination in health care?

• Are health professionals sufficiently prepared for successfully adopting and using LLMs without losing competencies?

• Are LLMs useful and accepted by health professionals and patients?

We used a SWOT analysis [33] as it is a strategic planning
method that takes into account both the internal and external
features of a technology. Internal features refer to strengths (eg,
scalability and innovative features) and weaknesses (eg, domain

suitability and technical limitations) of the technology. In
contrast, external features include opportunities (eg, regulatory
support and market demands) as well as technology threats (eg,
legal risks and competitor technologies). Overall, a SWOT
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analysis provides a basis for strategic decision-making by
determining how to leverage strengths, address weaknesses,
exploit opportunities, and mitigate threats. First, we collected
questions driving our SWOT analysis (Textbox 1). These
questions formed the basis to formulate questions for the Delphi
questionnaire. After analyzing the answers to the Delphi
questions, the answers in which agreement was achieved were
used in turn to answer the SWOT analysis questions.

The final version of the initial (round 1) questionnaire consisted
of 23 items organized into 5 sections (Multimedia Appendix
1). The first section (7 questions) collected participants’
demographic data. The second section included 8 open-ended
questions on perceived benefits and shortcomings of using
LLMs in health contexts. The third section consisted of 1
statement assessing the potential extent to which future health
care could rely on LLMs. Responses on agreement were
collected via a 5-point Likert scale with the following options:
“very high extent, high extent, neither high nor small extent,
small extent, and very small extent.” The fourth section
consisted of 15 statements to be judged on a 5-point Likert scale
with the following options—“strongly agree, agree, neither
agree nor disagree, disagree, and strongly disagree”—assessing
the future of LLMs. The last section included 2 statements with
answers given on a 5-point Likert scale (“very high impact,
impact beyond average, average impact, impact below average,
and very low to no impact”) assessing the potential impact of
using LLMs on health care.

A web version of the final round-1 questionnaire was created
using the Microsoft Forms software (Microsoft Corp). A
researcher (ORR) tested its usability and accessibility using
several browsers in a laptop (Google Chrome version
116.0.5845.140, Microsoft Edge version 116.0.1938.62, and
Mozilla Firefox version 46.0) and 2 updated browsers (Google
Chrome and Samsung Internet Browser apps) in a Samsung
Galaxy A52s and resolved these issues before deployment.

Delphi Rounds
After review of round-1 responses, some questions were
reworded, and some items were added to the 5-point Likert
questions for the round-2 questionnaire. Our approach was to
carry all questions and items from a given round to the
subsequent round even when agreement was reached in the
previous round. We defined agreement as follows: when >75%
of the researchers assigned a score equal to 4 or 5, agreement
was achieved on this opinion. Participants were given the
opportunity to change their minds during the subsequent round,
and we were able to calculate the stability of their responses.
Participants received the link to access the corresponding
e-Delphi questionnaire via email. In addition, each participant
received a feedback report including their responses to the
questionnaire of the immediately previous round and figures
showing the distribution of participants’ responses in
percentages for each question and item.

Data Processing and Analysis
Quantitative data were analyzed using descriptive statistics in
the Microsoft Excel software (Microsoft Corp). We calculated
the median and IQR for the responses to each 5-point Likert

question in each round. In addition, scores assigned to each item
in 2 consecutive rounds were passed as parameters of the
Wilcoxon matched-pairs signed rank test to estimate the stability
of each item. This test was conducted using the R software
(version 3.6.3; R Foundation for Statistical Computing).

The qualitative data were analyzed following a thematic analysis
[34]. After reading several times for familiarization, KD and
ORR independently coded all data. The codification was aimed
at identifying some suggestions to modify the current
questionnaire and any additional factors to be included as new
items in the subsequent round. Coding was compared, and
discrepancies were resolved through consensus among the
coders. All factors were then grouped into themes or categories
through consensus and added to the next round’s questionnaire.

We followed the recommendations of von der Gracht [35] for
finding consensus. In this regard, we considered that agreement
with an item was reached when the IQR of the participants’
responses to this item in the round was ≤1. The IQR is usually
found to be a suitable consensus criterion for 4- or 5-unit scales.
Following this criterion, we defined “agreement” with an item
in a given round as the IQR of the participants’ responses being
≤1 and defined “disagreement” otherwise.

As it is recommended by von der Gracht [35], we also defined
the stability between rounds as follows. Participants’ responses
to an item in 2 consecutive rounds were considered stable when
the median of these responses failed to show a statistically
significant difference between the rounds. We used the
Wilcoxon matched-pairs signed rank test to assess the stability
in these responses. This test is commonly used to assess the
stability of responses in 2 consecutive rounds in Delphi studies.
Following these criteria, we considered that participants’
responses to an item in 2 consecutive rounds were stable when
the results of the Wilcoxon matched-pairs signed rank test did
not show a statistically significant difference and considered
them unstable otherwise.

Finally, we defined the following stopping criteria for our Delphi
process: (1) agreement was reached on all items and no new
items were identified, (2) items for which agreement was not
reached showed stability in 2 consecutive rounds, and (3) the
panel size was reduced by >30% from the initial sample size.

Concluding and Reporting
We reported our study according to the Conducting and
Reporting Delphi Studies guidelines (Multimedia Appendix 2)
[36]. Although these were developed for consensus reporting
in palliative care, they are relevant for other health care Delphi
studies. The results tables include all statements and information
on judgments, consensus, and stability.

Delphi Participants
The Delphi method uses a purposely selected panel of
participants to provide their feedback on a subject. The sample
need not be statistically representative, and therefore, there is
no standard method to calculate the panel size. Some guidelines
have suggested the involvement of 15 participants [37].
However, Delphi studies in the health care domain have often
involved 20 to 30 participants [36], and panels for this research
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typically have <50 participants. To achieve a gender-balanced
sample size, we aimed to enroll 20 to 30 participants with
representation from each of 6 continents (North America, South
America, Europe, Africa, Asia, and Australia and Oceania).
Specifically, we actively recruited health informaticians and
researchers in the field of NLP in health care. We gathered
members of the health informatics community from the
International Medical Informatics Association Participatory
Health and Social Media Working Group and the authors’ peer
networks. In addition, researchers from the health NLP
community were identified from research papers on health NLP,
specifically on generative pretrained transformers and LLMs
in health care, and invited via email. To acknowledge
participation in this study, we offered coauthorship as a group
to participants who completed all 3 Delphi rounds.

This study was conducted between April 2023 and June 2023.
The recruitment of participants for round 1 was conducted from
April 10, 2023, to May 1, 2023. For rounds 2 and 3, participants
had 2 weeks to respond, with a reminder sent after 1 week.
Round 2 was available for completion from May 15, 2023, to
May 28, 2023; round 3 was to be completed from June 12, 2023,
to June 25, 2023. In round 3, an additional reminder was sent
1 day before the deadline.

Ethical Considerations
The study design was submitted to the ethics committee of the
canton of Bern, which confirmed that no ethics approval was
necessary (Req-2023-00427). Participants were invited to take
part in the various rounds of the web-based Delphi study via

email. Participation was voluntary, and they were informed that
by submitting their responses to the form, they consented to
their participation. Contact information for the corresponding
author for any questions related to the study was provided both
in the email and in the form header for each round.

Results

Characteristics of the Panel
An invitation was posted to the mailing list of the International
Medical Informatics Association Participatory Health and Social
Media Working Group, and 45 invitations were sent to
individual researchers. The round-1 questionnaire had 28
respondents (Table 1). The round-2 questionnaire had 23
participants (return rate of 23/28, 82%), and the round-3
questionnaire had 21 participants (return rate of 21/23, 91%).
Most of the participants in round 3 (18/21, 86%) had >10 years
of experience in their field. Academia was the most represented
sector (20/21, 95%). The panel engaged a diverse set of
disciplines, with computer science or engineering being the
most frequent work discipline followed by health informatics
and medicine. The panel had participants from 3 continents:
North America, Europe, and Australia and Oceania.

The panel reported a range of expertise in LLMs: 10% (2/21)
were experts in LLMs, 29% (6/21) used their basic functions
regularly, 29% (8/28) knew how they work, and 33% (7/21)
had tested ChatGPT but had only basic knowledge of the
underlying technology.
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Table 1. Summary of participant characteristics.

Round 3 (n=21), n (%)Round 2 (n=22), n (%)Round 1 (n=28), n (%)Characteristics

Gender

5 (24)5 (23)7 (25)Female

16 (76)17 (77)21 (75)Male

0 (0)0 (0)0 (0)Nonbinary

Education or background

10 (48)11 (50)13 (46)Computer science or engineering

9 (43)9 (41)11 (39)Health informatics

7 (33)7 (32)8 (29)Medicine

1 (5)1 (5)1 (4)Nursing

2 (10)2 (9)3 (11)Other health sciences

1 (5)1 (5)2 (7)Other

Years of work experience

2 (10)2 (9)3 (11)<5

1 (5)1 (5)1 (4)5-10

18 (86)19 (86)24 (86)>10

Sectora

20 (95)21 (95)26 (93)Academia

4 (19)4 (18)5 (18)Public health sector

0 (0)0 (0)2 (7)Private health sector

Continent

15 (71)16 (73)21 (75)Europe

3 (14)3 (14)3 (11)Australia and Oceania

4 (19)4 (18)4 (14)North America

Level of experience with LLMsb

2 (10)2 (9)3 (11)I am an expert. I know and apply nearly all of their functions.

6 (29)6 (27)7 (25)I use their basic functions regularly.

6 (29)7 (32)8 (29)I know how they work.

7 (33)7 (32)9 (32)I tested ChatGPT but have only basic knowledge of the underlying
technology.

0 (0)0 (0)1 (4)I have no knowledge.

aSome participants have several affiliations to different sectors.
bLLM: large language model.

Incorporation of New Items Based on Responses to the
Open-Ended Questions
The responses to the open-ended questions in round 1 led to 65
new items for inclusion in rounds 2 and 3. A total of 4 new
items were added in the round-3 questionnaire based on the
responses to the open-ended questions. One statement was

excluded in round 3 as it was already covered by another
statement. In total, 7 items of round 2 were adapted according
to the participants’ input. Figure 2 presents the evolution of the
questionnaire in each round. The complete list of times in rounds
2 and 3 are available in Multimedia Appendix 3. The evolution
of agreement in rounds 2 and 3 are available in Multimedia
Appendix 4.
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Figure 2. Data collection in the Delphi study. RR: response rate.

Perceived Likelihood That LLMs Will Support Health
Care Tasks
The items referring to the perceived likelihood that LLMs will
support health care tasks were grouped into 3 dimensions:
support in clinical tasks, documentation tasks, and medical
research and education. Table 2 presents the results obtained in
the final round. Consensus was not reached for only 1 item,
“Design of chemical compositions of new drugs,” which belongs

to the medical research and education dimension. However,
only 57% (12/21) of the participants agreed that the likelihood
of these systems supporting this task would be high (score of 4
or 5), with this being the item with the lowest percentage. A
total of 95% (19/20) of the evaluated items were scored with a
high likelihood of being supported by LLMs. Among all these
tasks, all the participants agreed that LLM-based systems will
act as virtual health assistants for patient education.

Table 2. Perceived likelihood that large language models will support health care tasks.

StabilityScores of 5
(n=21), n (%)

Scores of 4 or 5
(n=21), n (%)

Agreement and

disagreement

Item

Clinical tasks

Yes9 (43)21 (100)AgreementVirtual health assistant for patients (education)

Yes11 (52)20 (95)AgreementAutomatic follow-up in chronic diseases

Yes8 (38)20 (95)AgreementVirtual health assistant for patients (medical assistance
and information)

Yes8 (38)20 (95)AgreementPrediction of risk of disease development

Yes14 (67)19 (91)AgreementVirtual health assistant for patients (answering queries)

Yes9 (43)19 (91)AgreementDiagnostic process

Yes7 (33)18 (86)AgreementPatient triage

Yes5 (24)17 (81)AgreementAutomatic treatment plan generation

Yes5 (24)16 (76)AgreementVerbalizing interactions

Documentation tasks

Yes12 (57)20 (95)AgreementAutomatic clinical encoding

Yes9 (43)20 (95)AgreementVirtual health assistants for administrative tasks

Yes7 (33)19 (91)AgreementSummarization

Yes7 (33)19 (91)AgreementAutomatic structuring of clinical narratives

Yes8 (38)18 (86)AgreementMedical charting assistance

Yes5 (24)17 (81)AgreementGeneration of layperson summaries

Medical research and education

Yes10 (48)19 (91)AgreementLiterature review and research

Yes8 (38)19 (91)AgreementClinical trial matching

Yes6 (29)18 (86)AgreementDevelopment of educational resources

Yes5 (24)16 (76)AgreementAutomatic generation of guidelines

N/Aa3 (14)12 (57)DisagreementDesign of the chemical compositions of new drugs

aN/A: not applicable.
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Benefits of Using LLMs in Health Care
Consensus was not reached in only 1 of the items evaluated
regarding the benefits of LLMs, and it showed stability between
rounds 2 and 3. The participants agreed on 7 potential benefits
of using LLM-based systems in health care (Table 3): “More

efficient data handling and extraction,” “Improved process
automation,” “Improved quality of health services,”
“Personalized care,” “Improved health outcomes,” “Faster
diagnosis and treatment,” and “Facilitated patient-professional
interaction.” Most (13/21, 62%) of the participants felt that these
systems will not reduce health care costs.

Table 3. Participants’ perceptions on the general benefits of using large language models in health care.

StabilityScores of 5

(n=21), n (%)

Scores of 4 or 5

(n=21), n (%)

Agreement or disagreementItem

Yes9 (43)20 (95)AgreementMore efficient data handling and extraction

Yes7 (33)20 (95)AgreementImproved process automation

No8 (38)19 (91)AgreementImproved quality of health services

Yes4 (19)19 (91)AgreementPersonalized care

Yes4 (19)17 (81)AgreementImproved health outcomes

Yes3 (14)17 (81)AgreementFaster diagnosis and treatment

Yes6 (29)18 (76)AgreementFacilitated patient-professional interaction

Yes2 (10)15 (71)AgreementImproved clinical communication

Yes1 (5)15 (71)AgreementIncreased caregiver empowerment

Yes6 (29)15 (71)DisagreementReduced workload for health care professionals

No4 (19)15 (71)AgreementResource optimization

Yes1 (5)15 (71)AgreementReduction of human errors

N/Aa2 (10)14 (67)AgreementImproved interoperability

Yes1 (5)8 (38)AgreementReduced health care costs

aN/A: not applicable.

Shortcomings and Risks of LLM-Based Systems in
Health Care
The shortcomings of using LLM-based systems in health care
were grouped into 5 dimensions (Table 4): “Risks to health

care,” “Risks to the medical profession,” “Risks to patients,”
“Risks related to data protection,” and “Risks to the health IT
field.” Agreement was reached in almost two-thirds (29/50,
58%) of the evaluated items. All items except the “accessibility
issues” item showed stability in round 3.
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Table 4. Shortcomings and risks of large language model (LLM)–based systems in health care.

StabilityScores of 5

(n=21), n (%)

Scores of 4 or 5

(n=21), n (%)

Agreement or

disagreement

Item

Risks to health care

Yes10 (48)18 (86)AgreementCybersecurity risks

Yes9 (43)18 (86)AgreementRisk of misinformation of patients

Yes14 (67)17 (81)AgreementEthical risks

Yes6 (29)17 (81)AgreementRisk of biased decisions

Yes7 (33)16 (76)AgreementRisk of inaccurate communication

Yes9 (43)15 (71)DisagreementLack of explainability of system decision-making
processes

Yes6 (29)14 (67)DisagreementRisk of increasing health inequities

Yes4 (19)13 (62)AgreementLimited interoperability of generated outputs

Yes2 (10)13 (62)DisagreementRisk of dehumanization of care

Yes3 (14)12 (57)AgreementRisk of errors (HCPsa)

Yes4 (19)12 (57)DisagreementNegative clinical outcomes

Yes3 (14)10 (48)DisagreementRisk of information overload of patients

Yes3 (14)9 (43)DisagreementRisk of information overload of HCPs

Risks to the medical profession

Yes5 (24)16 (76)AgreementOverconfidence in LLM-based models

Yes4 (19)15 (71)DisagreementImpact on jobs in the health care sector

Yes3 (14)14 (67)AgreementMisdiagnosis due to wrong generated results

Yes4 (19)13 (62)AgreementLiability for errors made by LLM-based systems

Yes2 (10)13 (62)DisagreementLack of understanding of the underlying technology

Yes2 (10)9 (43)DisagreementRisk of losing knowledge and competencies

Yes2 (10)8 (38)DisagreementRisk of attempts to replace health care practitioners
with tools

Yes2 (10)6 (29)DisagreementLoss of communication skills

Yes1 (5)6 (29)DisagreementLoss of trust of patients in HCPs

Yes0 (0)2 (10)DisagreementReduced need for medical professionals

Risks to patients

Yes2 (10)15 (71)AgreementRisk of inaccurate communication

Yes3 (14)13 (62)DisagreementLack of transparency of system use

Yes1 (5)13 (62)AgreementWrong personal health decisions due to the use of un-
verified information

No4 (19)11 (52)DisagreementAccessibility issues

Yes3 (14)11 (52)DisagreementLoss of patient-professional contact

Yes1 (5)11 (52)DisagreementIncorrect treatment plans

Yes2 (10)10 (48)DisagreementIncorrect diagnoses

Yes1 (5)6 (29)DisagreementLoss of trust in HCPs

Risks related to data protection

Yes7 (33)18 (86)AgreementUse of unregulated cloud services may risk data secu-
rity and privacy

Yes5 (24)18 (86)AgreementDisclosure of sensitive patient data during training and
inference

Yes4 (19)17 (81)AgreementBreach of patient confidentiality
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StabilityScores of 5

(n=21), n (%)

Scores of 4 or 5

(n=21), n (%)

Agreement or

disagreement

Item

Yes6 (29)16 (76)AgreementFraudulent use of information

Yes5 (24)16 (76)AgreementVulnerabilities in data storage systems or communica-
tion channels

Yes5 (24)16 (76)AgreementRisk that individual patient data may be accessed or
used inappropriately

Yes4 (19)15 (71)AgreementBreach of GDPRb

Yes4 (19)15 (71)AgreementRisk of patient reidentification

Yes8 (38)14 (67)DisagreementUncontrolled access by third parties

Risks to the health IT field

Yes6 (29)18 (86)AgreementUnresolved responsibilities for system errors or wrong
outputs hamper adoption of LLM-based systems

Yes5 (24)17 (81)AgreementDeveloping and delivering solutions compliant with
regulations is complex for health IT companies

Yes5 (24)17 (81)AgreementCompetitive pressure leads to market release of LLM-
based systems of low quality

Yes4 (19)16 (76)AgreementLack of understanding of clinical risks leads to systems
that can harm patients

Yes5 (24)15 (71)AgreementFinancial constraints at health care institutions for
maintenance of LLM-based systems will hamper the
adoption of high-quality systems

Yes3 (14)15 (71)AgreementLack of skilled workers for developing LLM-based
systems will hamper the development of high-quality
systems

Yes5 (24)14 (67)AgreementA missing standard quality assessment framework for
LLM-based systems will lead to low-quality systems
released to market

Yes1 (5)14 (66.7)AgreementLLM-based systems will lack integration into clinical
systems

Yes6 (29)10 (48)DisagreementMissing reimbursement models for LLM-based sys-
tems hamper the adoption of technology

Yes2 (10)10 (48)AgreementCompanies’ lack of competence to ensure the develop-
ment of systems compliant with regulations

aHCP: health care professional.
bGDPR: General Data Protection Regulation.

Regarding the risks to health care, agreement was reached on
54% (7/13) of the evaluated items. The experts agreed that the
use of LLM-based systems can lead to 5 of the evaluated risks:
“Cybersecurity risks,” “Risk of misinformation of patients,”
“Ethical risks,” “Risks of biased decisions,” and “Risks of
inaccurate communication.” On the other hand, the experts did
not believe that the use of these systems could provoke
information overload in health care professionals (HCPs) or
patients.

Agreement was reached on 30% (3/10) of the evaluated risks
to the medical profession. Only 1 of the evaluated risks to the
medical profession, “Overconfidence in LLM-based systems,”
was recognized by most of the experts. The experts did not
believe that the use of these systems will lead to a reduced need
for medical professionals.

Agreement was reached on 25% (2/8) of the risks to patients
(“Risk of inaccurate communication” and “Wrong personal
health decisions due to the use of unverified information”).
None of the risks were scored with a 4 or 5 by >75% of the
experts.

Regarding the risks related to data protection, only in 1 item,
“Uncontrolled access by third parties,” agreement was not
reached. The experts believed that LLM-based systems could
lead to 6 risks related to data protection: “Use of unregulated
cloud services may risk data security and privacy,” “Disclosure
of sensitive patient data during training and inference,” “Breach
of patient confidentiality,” “Fraudulent use of information,”
“Vulnerabilities in data storage systems or communication
channels,” and “Risk of individual patient data may be accessed
or used inappropriately.”
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Agreement was not reached in only 10% (1/10) of the risks to
the health IT field. The experts agreed that LLM-based systems
can lead to 4 risks in this dimension: “Unresolved
responsibilities for system error or wrong outputs hamper
adoption of LLM-based systems,” “Developing and delivering
solutions compliant with regulations is complex for health IT
companies,” “Competitive pressure leads to market release of
LLM-based systems of low quality,” and “Lack of understanding
of clinical risks leads to systems that can harm patients.”

Needs for Future Adoption and Implementation of
High-Quality LLM-Based Systems
In all items related to future adoption and implementation of
high-quality LLM-based systems included in this section,
agreement and stability were reached in round 3 (Table 5). All
items were considered relevant by most of the experts. All
experts agreed that successful adoption of LLM-based systems
in practice requires training of HCPs and quality assessment
standards.

Table 5. Experts’ agreement on requirements for the successful adoption of large language model (LLM)–based systems in the health care domain.

StabilityScores of 5

(n=21), n (%)

Scores of 4 or 5

(n=21), n (%)

Agreement or

disagreement

Item

Yes15 (71)21 (100)AgreementSuccessful adoption in practice requires training of HCPsa

Yes15 (71)21 (100)AgreementSuccessful adoption in practice requires quality assessment
standards

Yes15 (71)20 (95)AgreementSuccessful adoption in practice requires regulations on data
privacy for such systems

Yes16 (76)20 (95)AgreementSuccessful adoption in practice requires proper standards for
data security and data privacy

Yes14 (67)20 (95)AgreementSuccessful adoption in practice requires algorithm or vigilance

Yes12 (57)20 (95.2)AgreementSuccessful adoption in practice requires training of health IT
personnel

Yes11 (52)20 (95)AgreementSuccessful adoption of LLM-based systems supporting the
decision-making process in practice requires co-design of new
workflows with HCPs

Yes14 (67)18 (86)AgreementSuccessful adoption in practice requires regulations on data
ownership

Yes14 (67)18 (86)AgreementSuccessful adoption in practice requires guidelines for inter-
pretation of the results of LLM-based systems and their use
in clinical practice

No12 (57)17 (81)AgreementSuccessful adoption in practice requires a cultural change in
health care

Yes11 (52)17 (81)AgreementSuccessful adoption in practice requires integration with exist-

ing EHRsb if the LLM-based system is to support the decision-
making process

Yes6 (29)17 (81)AgreementSuccessful adoption in practice requires the adaptation of jobs
in the health care domain

Yes5 (24)16 (76)AgreementSuccessful adoption in practice requires reimbursement models
for LLM-based systems and their use in health care

aHCP: health care professional.
bEHR: electronic health record.

Reliability of Systems Based on LLMs
Agreement was reached on all the characteristics evaluated
regarding reliability, and they were considered relevant by the
experts (Table 6). All participants agreed on half of the
characteristics: “The system is tested in real settings,” “The

system outputs are reproducible,” “The system outputs are
reliable,” “The system is robust against a wide range of inputs,”
“Quality of the data underlying the system is ensured,” “The
system is tested in simulated settings with real users,” and “The
system is validated for accuracy.”
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Table 6. Requirements for reliable systems based on large language models (LLMs).

StabilityScores of 5

(n=21), n (%)

Scores of 4 or 5

(n=21), n (%)

Agreement or

disagreement

Item

Yes17 (81)21 (100)AgreementThe system is tested in real settings

Yes15 (71)21 (100)AgreementThe system outputs are reproducible

Yes14 (67)21 (100)AgreementThe system outputs are reliable

Yes13 (62)21 (100)AgreementThe system is robust against a wide range of inputs

Yes12 (57)21 (100)AgreementQuality of the data underlying the system is ensured

Yes11 (52)21 (100)AgreementThe system is tested in simulated settings with real users

Yes10 (48)21 (100)AgreementThe system is validated for accuracy

Yes15 (71)20 (95)AgreementThe system meets federal regulations

Yes11 (52)20 (95)AgreementThe system is interoperable with existing health care systems

Yes11 (52)19 (91)AgreementControl mechanisms or human-in-the-loop processes are estab-
lished to ensure reliability of LLM-based systems

Yes11 (52)19 (91)AgreementA standardized quality assessment is available for the system

Yes7 (33)19 (91)AgreementThe system has been proven to be noninferior in a variety of
clinical settings

Yes6 (29)19 (91)AgreementExplanations of the reasoning behind model predictions and
recommendations are available

Yes7 (33)17 (81)AgreementThe system can solve easy routine tasks with nearly 100% ac-
curacy

Future of LLMs
All statements on the future of LLMs reached stability in round
3 (Table 7). Agreement was not reached on 3 of these
statements. Most of the experts agreed on 5 of the statements:
“LLMs will be combined with other technologies in future

health applications,” “Applications based on LLMs will be used
by HCPs,” “LLMs will have an impact on future technologies
in healthcare,” “Applications based on LLMs will be used by
patients,” and “LLMs will replace other technologies.” Results
from round 3 are shown in Multimedia Appendix 5 in more
detail.
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Table 7. Experts’ opinions on statements related to the future of large language model (LLM)–based systems in health care.

StabilityScores of 5

(n=21), n (%)

Scores of 4 or 5

(n=21), n (%)

Agreement or

disagreement

Item

Yes10 (48)21 (100)AgreementLLMs will be combined with other technologies in future
health applications

Yes2 (10)21 (100)AgreementApplications based on LLMs will be used by health care
professionals

Yes5 (24)20 (95)AgreementLLMs will have an impact on future technologies in health
care

Yes7 (33)18 (86)AgreementApplications based on LLMs will be used by patients

Yes2 (10)18 (86)AgreementLLMs will replace other technologies

Yes1 (5)14 (67)DisagreementThe medical device regulation hampers the introduction of
solutions based on LLMs

Yes0 (0)14 (67)AgreementSolutions based on LLMs will help address the shortage
of skilled health professionals

Yes0 (0)12 (57)AgreementTo what extent will future health care rely on LLM-based
solutions?

Yes1 (5)11 (52)AgreementLLM-based solutions will contribute to discrimination in
health care because they rely on biased data

Yes1 (5)7 (33)DisagreementI consider LLMs, specifically their resource consumption,
ecologically sustainable

Yes1 (5)7 (33)DisagreementStudents of medicine will lose competencies through the
increased use of LLMs

Yes1 (5)6 (29)AgreementThe introduction of LLMs in digital health solutions will
result in cost savings in the health sector

Yes0 (0)6 (29)AgreementLLMs will be replaced by other technologies in the coming
5 years

Yes1 (5)5 (24)AgreementHealth care professionals (physicians and nurses) will lose
competencies through the increased use of LLMs

Yes0 (0)5 (24)AgreementSolutions based on LLMs will offend the sensibilities of
health care professionals

Yes0 (0)4 (19)AgreementPatients will lose competencies through the increased use
of LLMs

Yes0 (0)2 (10)AgreementSolutions based on LLMs will offend the sensibilities of
patients

Yes0 (0)2 (10)AgreementSolutions based on LLMs will offend the sensibilities of
other people involved in the care process

Discussion

Principal Findings
Our study describes the views of sector experts on the future
potential benefits and risks of LLMs in health care as well as
requirements for adoption. The results show that LLMs are
expected to be used within virtual health assistants, for helping
with various tasks, and for supporting patient education. Key
benefits identified included improved data handling, process
automation, service quality, personalized care, and faster
diagnosis. However, experts also warned of potential risks, such
as cybersecurity threats, misinformation, ethical concerns, and
decision bias. Key privacy risks included potential breaches of
confidentiality and data storage vulnerabilities. This study also
highlights the complexity of regulatory compliance and the risk
of low-quality system releases due to market pressures. To

effectively integrate LLM-based systems into health care, there
is a consensus on the need to train HCPs and set quality
standards to ensure a balanced approach between reaping the
benefits and managing the risks.

In the following sections, we consider the points on which there
was agreement in answering the questions that drove our SWOT
analysis of LLM-based systems and contextualize the findings
with previous work. Implications for practitioners as well as
researchers are presented.

Comparison to Prior Work
Our study describes many use cases and tasks in which systems
based on LLMs can be used to support HCPs and patients. These
fall into 3 groups: support in clinical tasks, support in
documentation tasks, and support in medical research and
education.
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Support in Clinical Tasks
Clinical tasks concern patient-professional interaction. In this
context, virtual assistants based on LLMs could be useful in
several cases, such as providing medical assistance and
information to patients, answering their questions, or conducting
patient education. This is in line with the research published on
intelligent agents and systems with conversational user
interfaces. Although many of the existing agents described are
rule based [38], reports on LLM-based systems are emerging
[39]. Other clinical tasks with which LLMs could help include
triage and diagnostic tasks as well as risk assessment and
treatment plan generation. As exemplified, LLMs can be used
for predicting the occurrence of chronic diseases in a patient
based on information from clinical notes [40].

Support in Documentation Tasks
Documentation tasks that experts expect to be supported in the
future by LLM-based systems include automatic clinical coding,
summarization of clinical documents, automatic structuring of
clinical narratives, and medical charting assistance. Again, there
is a nascent literature describing these uses. Yang et al [12]
presented an LLM-based approach to clinical concept extraction.
López-García et al [41] analyzed model performance of LLMs
for automatic clinical coding in Spanish. Lentzen et al [5]
studied LLM accuracy for automatic structuring of clinical notes
in German. LLMs have demonstrated significant performance
gains for medical problem summarization tasks [42]. We note
preliminary reports of the use of LLMs to generate radiological
reports from images [43]. These examples demonstrate the
potential for use cases for medical charting assistance.

Support in Medical Research and Education
LLMs could support literature review and research, clinical trial
matching, guideline generation, and educational resource
development. Tian et al [44] successfully tested LLM-based
system named entity recognition for parsing clinical trial
eligibility criteria.

Other Strengths
Experts agreed that LLMs can lead to improved quality of care,
better health outcomes, optimized clinical communication,
reduced human error, personalized care, and increased caregiver
empowerment. These use cases have preliminary evidence in
the literature. However, the benefits are still hypothetical, as
LLM-based systems have not yet been implemented in daily
practice solutions. It remains to be proven whether LLM-based
systems can significantly improve digitized processes in health
care or reduce costs.

There are potential risks with the use of LLMs to health care in
general, to the medical profession, to patients, and to privacy
rights.

Risks to the Medical Profession
A potential risk to the medical profession is overreliance on
automated systems. HCPs may place too much trust in the results
generated by LLMs, leading to potential complacency and
reliance on technology over clinical judgment [45]. Of concern
is the potential for misdiagnosis due to incorrect results produced

by LLMs if results are not carefully validated and cross-checked
by HCPs.

Human factors may lead to errors such as incorrect use or
interpretation of LLM outputs by HCPs. There is a risk that
HCPs may make mistakes when relying on information
generated by an LLM-based system, potentially affecting patient
care and safety. This raises the issue of liability in the event of
system failure, which can become a complex legal issue [46].
Possible implications and unintended consequences of
LLM-based systems must be considered now before systems
are used in practice.

In addition, increased reliance on LLM-based systems could
lead to a loss of skills among HCPs. As they become more
accustomed to using automated outputs, they may rely less on
their own knowledge and skills, which could affect their clinical
decision-making. Reliance on LLM-based systems during
medical education could result in trainees never acquiring
knowledge gained by previous trainee cohorts. Finally, the
introduction of LLM-based systems in health care could
potentially offend the sensibilities of some HCPs. Some
professionals may feel uncomfortable or threatened by the move
toward greater automation as it may seem to devalue the human
aspect of health care.

Risks to Patients
One significant risk to patients is the potential for inaccurate
information sharing with them. LLMs may produce outputs that
are difficult for patients to understand, leading to
misunderstandings or incomplete information exchange during
critical health care interactions. Another important concern is
the risk of people making poor personal health decisions based
on unverified or inaccurate information from LLM outputs.
People may misinterpret the information or act on it without
proper validation, which may result in making decisions that
do not align with their goals for care, preferences, or values. In
addition, the introduction of LLMs in health care could offend
the sensibilities of some patients. They may feel uncomfortable
or uneasy with the idea of their diagnosis or treatment decisions
relying on automated technology, potentially leading to a sense
of detachment, a perceived lack of personalized care, or
disengagement with the health care system. Patients in health
care systems that require significant patient cost sharing may
be at risk of higher copayments if the costs of implementing
transforming technologies are passed on.

Risks Related to Data Protection
Cloud services are often used for the training of LLMs. The use
of unregulated cloud services introduces potential vulnerabilities,
with data security and privacy at risk. During the training and
inference processes, sensitive patient data may be inadvertently
exposed, possibly compromising patient confidentiality. One
of the most significant threats is the potential for fraudulent or
illegal use of patient information, which could lead to patient
reidentification. If patient data are not adequately protected,
identity theft, denial of care, or other malicious activities may
result.

Vulnerabilities in data storage systems or communication
channels increase the risk of data breaches [47]. Cyberattacks

J Med Internet Res 2024 | vol. 26 | e52399 | p. 14https://www.jmir.org/2024/1/e52399
(page number not for citation purposes)

Denecke et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


or data leaks through insecure channels could compromise
patient information, particularly in light of increasing system
complexity and increasing number of features. If not adequately
protected following international standards such as the
International Organization for Standardization and International
Electrotechnical Commission 27000 series, patient data may
be accessed or used for purposes other than the intended medical
care and clinic operations. In addition, the implementation of
LLMs in health care must comply with data protection
regulations such as the General Data Protection Regulation.
Exploiting vulnerabilities could also threaten patient safety. In
this context, some LLM-based applications can be considered
safety-critical systems because they store and process
information that is needed for patient care (eg, medication data)
[47].

General Risks
Ethical considerations are another area of concern as LLMs
could inadvertently lead to biased decisions based on
inadequately representative training data. This could lead to
unfair or discriminatory outcomes for some patient populations.
The reliance of LLMs on biased data could perpetuate and
amplify existing inequalities in health care [48,49]. Furthermore,
the implementation of LLMs in health care settings may raise
ethical dilemmas and offend certain individuals involved in the
care process. Greco et al [50] claimed that there is still only
“little discussion...provided to avoid or mitigate the bias of
transformed-based models, in terms of different aspects of the
users/patients, such as culture, age and gender.”

Reliability of Systems
We identified a number of issues relevant to LLM-based
systems’ reliability. First, careful, standardized quality testing
is essential. LLM-based systems should be shown to be
noninferior in a variety of clinical settings. First attempts
regarding reporting guidelines for AI-based clinical decision
support systems have been made [51]. Second, LLM-based
systems should produce reproducible and reliable outputs and
be robust to a wide range of inputs. Third, control and reasoning
mechanisms need to be established for LLM-based systems’
implementation in practice to ensure reliability and
explainability. This point was also confirmed by Greco et al
[50] in their survey on LLMs for mental health issues. Kelly et
al [52] found that for some scenarios, AI cannot replace or
replicate human contact. Fourth, the quality of the underlying
data must be ensured. Finally, LLM-based systems must comply
with federal regulations.

In summary, there are several disadvantages or challenges of
applying LLMs in health care. Reliability of the systems in the
real world still has to be proven.

Opportunities Contributing LLM Use in Practice
Our panel of experts identified several opportunities that could
contribute to the successful implementation of LLMs in health
care. LLM-based solutions could free up capacity, mitigating
the effects of the current shortage of skilled HCPs. Our experts
agreed that LLMs have the potential to increase the efficiency
of clinical processes and improve quality. Clinical processes
can be optimized through more efficient data handling and

extraction using LLMs, process automation, resource
optimization, and improved interoperability. LLMs can help
make faster diagnoses and reduce time needed for patient
education.

Work on standardized data exchange (eg, using Health Level 7
and Fast Healthcare Interoperability Resources) is progressing
in health care, which will enable the integration of LLM outputs
into existing health IT systems. The experts agreed that LLMs
will be combined with other technologies in future health care
applications and may therefore influence future health care
technologies. Furthermore, some other technologies might be
replaced by LLM-based solutions.

Threats to Adoption of LLM in Practice
One set of threats is related to IT companies that develop
products integrating LLMs. A lack of understanding of clinical
risks potentially caused by LLMs may result in systems that
have the potential to harm patients. A shortage of system
development skills could hinder the development of high-quality
systems. Furthermore, companies may lack the expertise and
competence required to ensure the development of LLM-based
systems that are fully compliant with health care regulations
and that function as intended. These regulatory challenges could
be barriers to the successful implementation of LLMs in health
care settings.

Kokol et al [53] have previously raised concerns about the
quality of digital health solutions because “neither the volume,
distribution nor scope of the quality research content related to
digital health solutions is satisfactory.” They assert that there
is a risk of reducing the quality of care due to subpar software
and software-based tools.

Another set of threats is related to health care institutions,
workflow integration, and maintenance of LLM-based systems.
Financial constraints may hinder the adoption of high-quality
LLM-based systems as maintenance costs may become
prohibitive. A similar observation was made by Sezgin et al
[54] in their work on using GPT-3 in the US health care system.
Accordingly, there is a risk that LLM-based systems may not
be properly integrated with existing clinical systems, leading
to inefficiencies, suboptimal performance, and perhaps harm to
patients.

We identified several factors that should be considered for a
successful adoption of LLM-based systems in health care. At
a minimum, HCPs and health IT personnel must be trained
appropriately to use LLM-based systems. Without appropriate,
adequate, and sufficient training, LLM implementation teams
and the HCPs they serve cannot hope to use LLM-based
systems.

A second aspect is quality and data security. Quality assessment
standards are needed for LLM solutions, and data privacy and
ownership regulations need to be considered or developed when
none exist. Also required are appropriate standards for data
security and privacy [55]. Monitoring the output of algorithms
through algorithm or vigilance [56] is essential to ensure patient
safety. Unresolved accountability for system failures or incorrect
outcomes may hinder the widespread adoption of these
technologies. Langlais et al [45] considered AI applications in
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cardiology and called for a framework for accountability in
cases of system error.

A third factor is integration into the clinical workflow.
Integration with existing health IT systems, including electronic
health records, is a complex and unavoidable challenge for a
successful LLM implementation. Otherwise, seamless
communication and coordination may be hindered. A culture
change in health care and reimbursement models are needed to
ensure success. The Digital Health Validitron offered by
researchers of the University of Melbourne is one of the first
attempts to ensure that digital health solutions are successfully
designed, developed, validated, and evaluated [57]. It enables
secure co-design, testing, and refinement of ideas for digital
health solutions in a laboratory environment in preparation for
implementation. Such a platform could also be useful in the
current stage of evolving LLM-based solutions in health care.

Strengths and Limitations of This Study
Although this Delphi study involved experienced participants,
the panel was not widely representative. We acknowledged
participation in the Delphi panel by offering coauthorship as a
group. This could have attracted participation of persons who
are not very experienced with LLMs. Furthermore, participants
were mainly from computer science, health informatics, and
medicine, and almost all (20/21, 95%) worked in academia.
Most participants (15/21, 71%) were from Europe, with only
one-third from other regions (ie, Australia or Oceania 3/21, 14%
in round 3 and North America 4/21, 19% in round 3). European
countries have national health care systems and strong privacy
regulations for the management of citizens’ personal data.
Responses from participants from regions under other
circumstances could be rendered insignificant due to the
demographic mixture of the respondents. Regulatory, economic,
and infrastructural concerns affecting LLM adoption and use
may not be reflected. The participants may have had expertise
in health informatics or related fields, but only one-third of
participants (7/21, 33%) had experience on LLMs limited to
testing ChatGPT without having a comprehensive knowledge
of LLMs. This could of course affect the reliability of the
judgments. The selection of the participants was biased in that
we contacted persons on an individual basis based on their
publication record and from an industry working group.

The number of participants decreased over 3 rounds but
remained within the 75% requirement for participation—stability
was not achieved for all items even though their number was
small. Future research should investigate whether the items that
did not show stability could do so in research involving more
rounds or a different group of experts. The design of our study
(answer collection only through web-based surveys) meant that
participants had no interaction or discussions. Such interactions
might have been useful only to clarify the formulations and
harmonize the viewpoints. Although the final panel comprised
21 participants, it is not possible to affirm the completeness of
the SWOT analysis. We might have missed aspects or
aggregated them with other items when they should have been
considered separately. In addition, a significant presence of
patients or citizens who regularly interact with the health care
system might yield different perspectives.

In round 1, we collected a large number of use cases for LLMs.
We removed some of them from subsequent rounds as they
were not specific to health care. For example, one expert
suggested “Building of socio-sanitary services: processing
healthcare data with social data (from e.g., the city hall, the
public water/gas companies or the treasury department, among
others) could be helpful to address specific needs of population
at-risk.” Integrating health care data and citizen science is clearly
interesting. However, we focused rather on clinical applications.
In this way, we might have excluded interesting and relevant
cases.

Some participants also commented in their free textual
comments in rounds 2 and 3 that their judgments depended on
whether LLMs are used to replace HCPs or assist them. Our
statements were not formulated clearly enough to capture this
distinction and might have led to misunderstanding or bias.

The items on which the participants disagreed over 3 rounds
are related to five topics: (1) impact on jobs (“Reduced workload
for healthcare professionals,” “Impact on jobs in the healthcare
sector,” “Risk of attempts to replace healthcare practitioners,”
and “Reduced need for medical professionals”), (2)
patient-physician relationship (“Risk of dehumanization of
care,” “Risk of information overload of patients,” “Risk of
information overload of HCPs,” “Loss of trust of patients in
HCPs,” “Loss of patient-professional contact,” and “Loss of
trust in HCPs”), (3) quality and transparency of results (“Lack
of explainability of system,” “decision making processes,”
“Negative clinical outcomes,” “Lack of transparency of use,”
“Incorrect treatment plans,” and “Incorrect diagnoses”), (4)
accessibility and equity (“Risk of increasing health inequities”
and “Accessibility issues”), and (5) skills (“Lack of
understanding of the underlying technology,” “Risk of losing
knowledge and competencies,” and “Loss of communication
skills”).

The disagreements could be related to the different viewpoints
and experiences of the participants or a different understanding
of how transformers will be integrated into health care processes.
For example, the impact on jobs in the health care sector might
be judged differently when we envision scenarios in which
transformers are used with or without a human in the loop. In
addition, personal fears of potentially losing their job could be
relevant when judging the items related to future jobs. Variations
in how transformer-based technologies are regulated in
participants’ countries may have affected their experiences with
transformers at the time of the study, thereby influencing their
opinions and expectations of the technology.

Practical Implications
On the basis of our findings, we describe key implications for
practitioners. These are intended to create awareness regarding
the successful and efficient adoption, development, and
deployment of LLMs in the health care ecosystem and to
optimally benefit from their existing advantages for practice.

Clinical Deployment and Training
Overall, the effectiveness of LLMs in clinical settings relies on
the skills and familiarity of the HCPs using LLMs. In this
context, it is necessary to improve HCPs’ skills to ensure proper
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and successful integration into (existing) clinical workflows
(eg, for supporting clinical documentation). Moreover, we
recommend designing and implementing LLM-based
applications in human-in-the-loop processes (ie, involving HCPs
in the development process in a collaborative feedback loop),
especially for validation tasks. In this way, HCPs will become
familiar with the technology more quickly and build the
necessary trust in it and its decision-making process.

Quality Assessment
The development of standardized quality assessment frameworks
for LLM-based systems is essential to ensure the release and
adoption only of systems that have achieved a minimum
standard of quality. Thus, regulators in collaboration with HCPs
should establish guidelines, standards, and benchmarks ensuring
patient safety, secure data processing and storing, and privacy
while supporting the technology’s innovation potential, and
developers should build products that meet these standards.
Developers should not only validate the accuracy of the results
with HCP oversight but also perform simulations under real
conditions, including configurations of the underlying systems.
Testing of such applications in diverse scenarios is required for
successful implementation and deployment, especially to address
regulatory concerns and build HCP and patient trust. LLM-based
systems are expected to be able to complete routine tasks in
some cases with nearly 100% accuracy.

Data Security and Privacy
It is crucial to achieve compliance with well-established data
protection regulations such as the General Data Protection
Regulation, the Health Insurance Portability and Accountability
Act, Genetic Information Nondiscrimination Act, and data
security standards such as the International Organization for
Standardization and International Electrotechnical Commission
27000 series to ensure secure LLM-based applications. This is
critical in health care to avoid increased risks to patients,
including but not limited to physical, psychological, legal,
economic, and reputational harm as well as discrimination and
loss of access to health care services.

In addition, there are multiple potential threats and risks
associated with the use of third-party services (eg, cloud
services) in LLM training. Consequently, reliable and robust
data security measures as well as comprehensive security
policies are needed to address the security goals of
confidentiality, integrity, and secure availability. Depending on
the application, the 3 goals of information
security—authorization, accountability, and
nonrepudiation—should also be met.

Ethical Considerations
Biases and potentially discriminatory outcomes, which are
typically not only based on biased training data but also
influenced by human perceptions and activities, pose a threat
to health care if not anticipated and avoided. Ethical guidelines
need to be developed to mitigate these risks, particularly in the
context of reliable and ethical outcomes. To address these and
other risks related to LLMs, Porsdam Mann et al [58] promoted
transparency and engagement in open discussions that will allow

LLM developers to demonstrate their commitment to and
practice of responsible and ethical practices.

Research Implications
Our Delphi process articulated a number of future research
considerations.

Clinical Deployment and Workflow Integration
Clinical workflows can be highly complex, making the
successful integration of LLMs quite challenging.
Interdisciplinary research approaches are needed to address this
concern. Existing workflows can be extended, or new workflows
can be created that encompass a user-centered,
efficiency-oriented design of LLM-based applications. In each
case, real-world evaluations are needed to investigate their actual
efficiency and reliability and any potential hurdles such as their
functional acceptance by HCPs and patients. The long-term
impact of integrating LLMs into clinical workflows should be
measured in the context of HCP skills, patient engagement and
satisfaction, and overall health care and process quality. It will
be important to identify the appropriate outcomes to measure
and determine how best to assess them both immediately after
implementation and throughout the product life span.

Quality Improvement
One of the major issues of LLMs is biased data and outcomes.
Techniques that can ensure debiased and equal training are
needed. Moreover, we highlight the need for controlled
environments for validation and refinement purposes, such as
the Digital Health Validitron. Similar platforms and frameworks
could effectively facilitate the secure development and
evaluation of LLMs for health care. Note that the real-world
operational quality of LLMs should be evaluated in different
clinical settings and patient populations to successfully test
possible application configurations as well as user perceptions.
Furthermore, cost-benefit analyses based on comprehensive
evaluations including economic impacts are also necessary in
this context. In summary, the impact of LLMs on cost savings
and environmental sustainability needs further evaluation.

Ensuring Explainability
Due to the increasing spread and use of AI applications, it is
important to ensure transparent, accurate, and interpretable
explanation outcomes. This requirement also applies to LLMs
even more in health care given the need to ensure patient safety.
By making the entire decision-making process interpretable,
concerns related to so-called black box AI can be addressed.
Thus, we emphasize the need for techniques or even frameworks
to achieve explainable LLMs to improve trust but also HCPs’
and patients’ understanding.

Conclusions
In this paper, we reported expert agreed opinions regarding the
SWOT of LLM-based systems in health care. Many use cases
we collected have yet to come to fruition. However, it is a work
in progress in terms of research and development of LLMs for
many tasks in the health care domain. There are substantial
threats to the successful implementation of LLMs, which include
the quality and quality assessment, regulatory aspects, and
integration with workflows. Research in these areas could
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contribute to the acceptance in real-world settings and reliability
of LLM-based products in health care. We conclude by
recommending that research should not only focus on testing
the possibilities of LLMs for natural language–related tasks but
also consider the workflows that these models could contribute

to and the requirements regarding quality, integration, and
regulations that are necessary for a successful implementation
in practice. With this approach, it will be possible to generate
a real impact in health care.
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