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Abstract. Nowadays, smartphones can collect huge amounts of data
from their surroundings with the help of highly accurate sensors. Since
the combination of the Received Signal Strengths of surrounding access
points and sensor data is assumed to be unique in some locations, it
is possible to use this information to accurately predict smartphones’
indoor locations. In this work, we apply machine learning methods to
derive the correlation between smartphones’ locations and the received
Wi-Fi signal strength and sensor values. We have developed an Android
application that is able to distinguish between rooms on a floor, and
special landmarks within the detected room. Our real-world experiment
results show that the Voting ensemble predictor outperforms individual
machine learning algorithms and it achieves the best indoor landmark
localization accuracy of 94% in office-like environments. This work pro-
vides a coarse-grained indoor room recognition and landmark localiza-
tion within rooms, which can be envisioned as a basis for accurate indoor
positioning.
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1 Introduction

High localization accuracy within buildings would be very useful - in particular,
large complex buildings like shopping malls, airports and hospitals would be well
served by this feature. It would make orientation within these highly complicated
structures much easier and would diminish the need for big floor maps scattered
all around these buildings. However, walls, roofs, windows and doors of the
buildings greatly reduce the GPS signals carried by radio waves, which leads to
a severe accuracy loss of GPS inside buildings.

Different solutions already exist for indoor localization of mobile devices such
as Pedestrian Dead Reckoning (PDR) and Wi-Fi fingerprinting based methods
[1] [2]. In PDR the future location of a smartphone user is predicted based on the
current location, and the movement information derived from the inertial sensor
measurements. In Wi-Fi fingerprinting, the Received Signal Strength (RSS) val-
ues of several access points in range are collected and stored together with the



coordinates of the location. A new set of RSS values is then compared with the
stored fingerprints and the location of the closest match is returned.

In contrast to outdoors, building interiors normally have a large number of
different Wi-Fi access points constantly emitting signals. By scanning the area
around the device, we can measure the received signal strength of each of the
nearby access points. Because there are typically so many of them, we presume
that the list of all these values combined is unique at every distinct point in the
building. Furthermore, we can strongly assume that these values are also con-
stant over time as the access points are fixed in place and are constantly emitting
signals of the same strength. Of course, there may be occasional changes, for in-
stance if the network is remodeled, but we expect these changes to be infrequent.

In this way, we can collect lots of labeled location data of the building. How-
ever, because each data point may contain a very large number of Wi-Fi access
point RSS measurements and magnetic field measurements, the data is very com-
plex. Therefore, we propose using supervised Machine Learning (ML) methods
to process this large amount of collected data. By training a classifier (supervised
learning algorithm such as K-Nearest-Neighbor) on the collected labeled data,
rules can be extracted. Feeding in the actual live data (RSS values, magnetic
field values, illuminance level, etc.) of a moving user, the trained classifier can
then predict the user’s location on a coarse-grained level. We propose to apply
machine learning methods, both individual predictors and ensemble predictors,
to solve this task due to the large amount of features that are available in in-
door environments, such as Wi-Fi RSS values, magnetic field values, and other
sensor data. We expect that ensemble predictors can outperform the individual
machine learning algorithms to discover patterns in the data, which can then
be used to differentiate between different rooms and regions within the detected
rooms.

The rest of the paper is organized as follows. In Section 2 we present some
related work in indoor localization and landmark detection. Section 3 describes
the used machine learning models, including the individual and ensemble ones, as
well as the considered features to conduct the indoor landmark localization task.
Section 4 presents implementation and experiment details. Section 5 discusses
the performance results of our approach. Section 6 concludes the paper.

2 Related Work

Various machine learning-based approaches that use fingerprinting to estimate
user indoor locations have been proposed. Machine learning-based indoor local-
ization can be classified into generative or discriminative methods, which build
the machine learning model using a joint probability or conditional probability
respectively [1] [2]. K-Nearest-Neighbor (KNN) is the most basic and popular
discriminative technique. Based on a similarity measure such as a distance func-
tion, the KNN algorithm determines the k closest matches in the signal space
to the target. Then, the location of the target can be estimated by the average
of the coordinates of the k neighbors [3]. Generative localization methods apply



statistical approaches, e.g., Hidden Markov Model [4], Bayesian Inference [5],
Gaussian Processes [6], on the Wi-Fi fingerprint database. Thus, the accuracy
can obviously be improved by adding more measurements. In [6] for instance,
Gaussian Processes are used to estimate the signal propagation model through
an indoor environment. There is a limited number of works that have focused in
reducing off-line efforts in learning-based approaches for indoor localization [7]
[8] [9]. These approaches reduce the off-line effort by reducing either the number
of samples collected at each survey point or the number of survey points or both
of them. Then, a generative model is applied to reinforce the sample collection
data. In [7] for instance, a linear interpolation method is used. In [8], a Bayesian
model is applied. In [9], authors propose a propagation method to generate data
from collected samples. In [2], authors combine characteristics of generative and
discriminative models in a hybrid model. Although this hybrid model reduces
offline efforts, it still relies on a number of samples collected from fixed sur-
vey points (i.e., labeled samples) along the environment. Therefore, to maintain
high accuracy, the number of survey points shall be increased in larger envi-
ronments. Thus, collecting samples from numerous survey points will become a
demanding process, which makes the system unsuitable to large environments.
In [10], authors validated the performance of different individual machine learn-
ing approaches for indoor positioning systems. However, they rather compare
the results without any deep analysis of the performance difference. Moreover,
they did not discuss how ensemble learning approaches could be used to enhance
system performance.

In this work we present and analyze the performance of different individual
predictors as well as ensemble predictors for the indoor landmark localization
problem. This work could also be used as a basis of indoor tracking systems to
firstly locate the target with a coarse-grained accuracy using indoor landmark
localization, which then triggers the real-time localization algorithm to locate
the object around the detected landmarks. The located landmark can also be
used to correct the localization failures like the kidnapped robot problem [11].

3 Machine Learning-based Indoor Landmark Localization

An indoor landmark is defined as a small area within a room. The aim of the
indoor landmark localization system presented in this work is to improve the
accuracy of indoor landmark recognition using machine learning approaches. We
do this by excluding all the possible locations of the user within the room if the
system predicts the others by using landmarks. Thus, when a landmark has been
recognized, the indoor positioning system can use the identified coarse-grained
locations to optimize the positioning accuracy, such as revising positioning errors.

3.1 Algorithms

In this section, we shortly describe the machine learning algorithms that are
used in this work to perform the room landmark localizations.



Naive Bayes (NB) classifiers are a family of simple probabilistic classifiers
based on applying Bayes’ theorem with strong (naive) independence assumptions
between the features.

K-Nearest Neighbors (KNN) is a non-parametric method used for classifi-
cation and regression. In both cases, the input consists of the k closest training
examples in the feature space.

Support Vector Machine (SVM) is a supervised learning model with associ-
ated learning algorithms that analyze data used for classification and regression.
Given a set of training examples, each is marked as belonging to one or the
other category. An SVM training algorithm builds a model that assigns new
data measurements to one category or the other, making it a non-probabilistic
binary linear classifier.

Multilayer Perceptron (MLP) is a class of feed-forward artificial neural
network. An MLP consists of at least three layers of nodes. Except for the input
nodes, each node is a neuron that uses a nonlinear activation function.

Voting is one of the simplest ensemble predictors. It combines the predictions
from multiple individual machine learning algorithms. It works by first creating
two or more standalone prediction models from the training dataset. A Voting
classifier can then be used to wrap the models and average the predictions of
the sub-models when asked to make predictions for new data.

3.2 Features

In a machine learning-based classification task, the attributes of the classes are
denoted as features. Each feature is describing an aspect of the classes. In our
case features are our measurements, for instance an RSS value. To deliver good
machine learning prediction accuracy it is very important to select the right at-
tributes/features and to also modify certain features or even create new features
out of existing features.

Wi-Fi RSS values provide the core data as they contribute the most to the
performance of the MLL methods. The smartphone scans the surrounding Wi-Fi
access points, obtains and registers the RSS values of each access point. Wi-
Fi RSS values depend on the distance between the smartphone and the Wi-Fi
access points. Normally, the Wi-Fi RSS values in our datasets were between -20
dBm and -90 dBm.



Magnetic Field (MF) The device’s sensors measure the magnetic field in the
device’s coordinate system. As the user walks around, the orientation of the
device may change all the time. Therefore, we have to collect all possible values
from every orientation in every point in the training phase. This would result in
a huge amount of data and the training performance would be inaccurate.

Light sensors might also be helpful to identify rooms. For instance, a room
facing a window will clearly be brighter than one surrounded by walls only. As
shown in Section 5 this does improve the prediction accuracy. However, these
assumptions are not stable, as the illuminance level might change over time.
Therefore, it is better to work with light differences instead of absolute values.

4 Implementation and Experiments

This section explains how the indoor room landmarks are defined and presents
details about how to make the room landmark localization using ML algorithms.

4.1 Room and Landmark Recognition

A room landmark is defined as a small area within a room, and room landmark
fingerprint database inlcudes the Wi-FI RSS, MF measurements, and illuminance
level data measured within that small area. In the room recognition phase we
distinguish several rooms on the same floor. In the landmark recognition phase
we distinguish several landmarks inside the detected room. Therefore, we define
two landmarks in a small room with size of 3x3 meters, and four landmarks in
a normal office-sized room (5x5 meters). In a big room (7x7 meters) we define
five landmarks, one in each corner and one in the center, as shown in Figure 1.

Fig. 1. Five landmarks and the collection of red points (location examples) predicted
by the indoor landmark localization system.
























