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Abstract 

An increasing number of service firms are introducing algorithmic advice to their customers. In this research, we examine the introduction 
of such tools from a relational perspective and show that the type of relationship a customer has with a service firm moderates his or her 
response to algorithmic advice. Studies 1 and 2 find that customers in communal relationships are more reluctant to use algorithmic advice 
instead of human advice than customers in exchange relationships. Study 3 shows that offering customers algorithmic advice may harm 

communal relationships but not exchange relationships. Building on these findings, Studies 4, 5, and 6 examine how firms can mitigate 
the potentially negative relational consequences of algorithmic advice. While a fallback option that signals that customers can request 
additional human advice if needed is effective in preventing relational damages in communal relationships, this same intervention backfires 
in exchange relationships. These findings have important implications by showing that managers need to consider the relational consequences 
of introducing algorithmic advice to existing customers. 
© 2023 The Authors. Published by Elsevier Inc. on behalf of New York University. 
This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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With artificial intelligence (AI) rapidly progressing, algo- 
ithms are increasingly able to match or outperform human 

xperts such as financial consultants, lawyers, or doctors (e.g., 
steva et al. 2017 ; Uhl and Rohner 2018 ). Based on this de-
elopment, professional services firms that have traditionally 

elied on highly trained specialists to provide advice have 
tarted to introduce algorithmic advice ( Logg, Minson, and 

oore 2019 ; Sampson 2021 ). One of the most prominent ex- 
mples are “robo-advisors” in the financial services industry 

hich provide investment advice without any human inter- 
ention ( Hildebrand and Bergner 2021 ). Similarly, law firms 
ave started investing in advice systems for automated legal 
xpertise ( Armour and Sako 2020 ). In healthcare, algorithmic 
dvice applications are employed to diagnose diseases and 

ecommend personalized treatments ( Longoni, Bonezzi, and 

orewedge 2019 ). 
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While algorithmic advice is gaining in popularity, research 

nvestigating the effects of algorithmic advice has led to 

ontradictory results. On the one hand, research has found 

hat consumers oppose algorithmic advice, a decision bias re- 
erred to as algorithm aversion (e.g., Dietvorst, Simmons and 

assey., 2015 ; Longoni et al. 2019 ); on the other hand, 
ther studies have called algorithm aversion into question 

 Logg et al., 2019 ) or have argued that algorithm aversion 

nly extends to specific tasks ( Castelo, Bos, and Lehmann 

019 ). While these studies have increased our understanding 

f how customers evaluate algorithmic advice, they have not 
onsidered that such evaluations are typically formed on the 
asis of an existing relational context. That is, although firms 
ay attempt to reach new customers through launching algo- 

ithmic advice, in most cases these tools will be targeted at a 
rm’s existing customer base. Hence, customers’ responses to 

lgorithmic advice may be affected by the norms and expec- 
ations that define their relationship with a firm ( van Doorn 

t al., 2017 ). For example, a customer who maintains a per- 
onal, friendly relationship with her bank may have a different 
rk University. This is an open access article under the CC BY license 
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xpectation of what constitutes appropriate advice than a cus- 
omer who has a more impersonal, transactional relationship. 
hese differing expectations may affect customers’ responses 

o algorithmic advice as well as their perceptions of the 
rm. 

In this research, we address this gap in the literature and 

xamine how existing customers respond to the first-time in- 
roduction of algorithmic advice. Drawing on social relation- 
hip theory ( Clark and Mills 1979 , 1993 ) and research on ad-
ice (e.g., Dalal and Bonaccio 2010 ; Taylor, Welch, Kim, and 

herman 2007 ), we argue that customers respond differently 

o algorithmic advice depending on whether they have a com- 
unal relationship with a firm characterized by mutual con- 

ern or an exchange relationship that follows a transactional 
ogic. Specifically, we suggest that communal customers are 

ore reluctant to use algorithmic advice than exchange cus- 
omers and that offering algorithmic advice will harm commu- 
al relationships more strongly than exchange relationships. 
oreover, we propose that providing an option to request hu- 
an advice if needed (i.e., a fallback option) can mitigate the 

egative effect of algorithmic advice in communal relation- 
hips but may backfire in exchange relationships. Six studies 
hat investigate algorithmic advice in domains such as bank- 
ng, insurance, and education provide converging evidence for 
hese predictions. 

By examining the impact of algorithmic advice in differ- 
nt service relationships, this research makes several contri- 
utions to the literature. First, we extend current theorizing 

n algorithmic advice by showing that the responses of exist- 
ng customers are shaped by the relationship they have with a 
rm. That is, we demonstrate that algorithm aversion is more 
ronounced in communal relationships but attenuated in ex- 
hange relationships, an effect that materializes even when 

osts for algorithmic advice are lower than costs for human 

dvice. Second, we extend the literature by investigating the 
elational consequences of algorithmic advice. While previ- 
us studies have mostly focused on the adoption of algo- 
ithmic advice (e.g., Logg et al. 2019 ; Longoni et al. 2019 ), 
ur research shows that the introduction of algorithmic advice 
ay harm important relationship outcomes such as customer 

oyalty or relationship quality. Third, there has been little re- 
earch on practical interventions that firms can use to mitigate 
esistance to algorithmic advice ( Castelo et al., 2019 ). In this 
espect, we show that including a human fallback option may 

e a double-edged sword. While this intervention is effective 
n mitigating the negative effects in communal relationships, 
t may backfire in exchange relationships. 

Conceptual development 

lgorithmic advice 

Algorithmic advice refers to the automation of advice- 
iving ( Logg et al. 2019 ). Instead of interacting with human 

rofessionals, customers using algorithmic advice interact 
ith AI expert systems such as financial “robo-advisors” or 
ealth apps. Such systems use algorithms, machine learning, 
281 
tatistical modeling, and language processing technologies to 

mulate cognitive and conversational functions of a human ex- 
ert (e.g., Hildebrand and Bergner 2021 ; Longoni et al. 2019 ). 
ypically, algorithmic advice tools ask customers about their 
references and make personalized recommendations based 

n this information (e.g., developing an investment strategy, 
nding the right insurance coverage). 

Previous research on the acceptance of algorithmic ad- 
ice has led to contradictory results. On the one hand, 
cholars have argued that people prefer human advice over 
lgorithmic advice. For example, Dietvorst, Simmons, and 

assey (2015) found that people chose inferior human ad- 
ice to predict student performance after seeing an algo- 
ithm err. In the medical domain, studies have shown that 
atients do not trust algorithmic advice ( Promberger and 

aron 2006 ) as they fear the algorithm would neglect their 
nique circumstances ( Longoni et al. 2019 ). On the other 
and, Logg et al. (2019) demonstrated that people pre- 
erred algorithmic advice for a wide range of forecasting 

omains. Similarly, Castelo et al. (2019) and Longoni and 

ian (2022) showed that people opposed algorithmic advice 
nly for tasks that are believed to require intuition or that are 
edonic in nature. 

While algorithmic advice can outperform human advisors 
n terms of providing effective recommendations, it is lim- 
ted in terms of another dimension of advice: social support. 
ocial support refers to information from others that makes 
ne feel that one is cared for and part of a social network 

f mutual assistance and obligations ( Wills, 1991 ). Extant re- 
earch has shown that social support is an integral and natural 
art of human advice (e.g., Dalal and Bonaccio 2010 ; Gold- 
mith and Fitch 1997 ) and comprises a wide range of expe- 
iences such as emotional support, affirmation, esteem sup- 
ort, alliance, or companionship (see Bavik, Shaw, and Wang 

020 for an overview). Although algorithmic advice may imi- 
ate social support to a certain extent by, for example, provid- 
ng verbal acknowledgments and affirmations ( Hildebrand and 

ergner 2021 ), such imitations may not be considered true so- 
ial support as they originate from machines to which people 
o not ascribe emotion-related abilities (e.g., Castelo et al., 
019 ; Haslam, Kashima, Loughnan, Shi, and Suitner 2008 ; 
ongoni and Cian 2022 ). 

Arguably, these findings imply that the extent to which 

ustomers accept algorithmic advice depends on the extent to 

hich they consider social support to be an integral part of 
he advice experience. Building on this idea, the following 

ections will develop a conceptual model that argues that the 
xtent to which customers feel apprehensive about algorith- 
ic advice is affected by the specific relationship they have 

eveloped with their service firm. Our model will first fo- 
us on settings where customers can choose between human 

dvice and algorithmic advice and will then discuss settings 
here customers do not have this choice and are required 

o use algorithmic advice following its introduction. Fig. 1 

ummarizes our conceptual model. 
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Fig. 1. Conceptual model. 
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he impact of different service relationships 

One limitation of the current literature is that it has not 
onsidered that algorithmic advice is typically introduced into 

xisting customer relationships. That is, in many cases the 
arget audience of algorithmic advice will be a firm’s existing 

ustomer base. This, in turn, implies that customers will not 
valuate algorithmic advice against a “blank slate” but against 
he background of the norms and experiences that govern their 
elationship with the firm ( van Doorn et al. 2017 ). 

One of the most prominent distinctions of customer-firm 

elationships is the distinction between exchange and commu- 
al relationships (e.g., Aggarwal 2004 ; Wan, Hui, and Wyer 
011 ). According to social relationship theory (e.g., Clark and 

ills, 1979 1993 ), exchange and communal relationships are 
overned by different norms that shape people’s expectations 
f their relationship partners. In exchange relationships, part- 
ers follow a quid pro quo principle ( Clark and Mills 1979 ). 
hen a relationship partner gives a benefit to the other part- 

er, she/he is expected to receive a comparable benefit in 

eturn. In contrast, in communal relationships, partners are 
xpected to genuinely care about each other’s welfare, to mu- 
ually support each other without prompt reciprocation, and 

o not seek maximization of their own interests ( Clark and 

ills 1979 ). 
While service relationships (like all business relation- 

hips) are typically characterized by exchange norms, these 
elationships are often complemented by communal norms 
e.g., Goodwin 1996 ; Rosenbaum 2009 ). For instance, in a 
elationship between a bank and a customer, exchange norms 
re salient because both partners are involved in commercial 
ransactions. At the same time, however, many customers 
ay perceive a certain level of communal norms as they have 
282 
eveloped a friendly relationship with their bank. Importantly, 
esearch suggests that the extent to which customers perceive 
ommunal norms may vary considerably between customers 
e.g., Aggarwal 2004 ; Wan et al. 2011 ). In other words, 
hile both exchange and communal norms may be present 
ithin a single service relationship, one set of norms is 

ypically dominant and determines the principal nature of the 
elationship. 

In the following, we are interested in understanding how 

ustomers in communal and exchange relationships respond to 

lgorithmic advice. We propose that communal customers—
ssuming they have a choice—are more reluctant to choose 
lgorithmic advice over human advice than exchange cus- 
omers. In communal relationships, individuals expect their 
elationship partners to show genuine concern and to provide 
ocial support ( Goodwin 1996 ; Lemay, Clark, and Feeney 

007 ). Algorithmic advice tools, however, may not be able 
o deliver such support effectively. Although such tools may 

rovide social cues ( Hildebrand and Bergner 2021 ), customers 
ay not perceive that they are part of a social network of 
utual assistance and obligations to the same extent as when 

hey receive human advice ( Haslam et al. 2008 ). Hence, they 

hould show a strong preference for human advice over algo- 
ithmic advice. 

In contrast, in exchange relationships, relationship partners 
ollow a transactional logic and do not expect the other side 
o care about their well-being to the same extent as in com- 
unal relationships ( Aggarwal 2004 ; Clark and Mills 1979 ). 
hen communal norms are not salient in the first place, a 

ack of social support may not be at odds with customers’ 
xpectations. In fact, one may argue that algorithmic advice 
s congruent with exchange norms as customers are first and 

oremost concerned about how much they receive and may 
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ocus more strongly on concrete benefits. Thus, exchange cus- 
omers may be more receptive to algorithmic advice. 

1. Customers in communal relationships are less likely to 

hoose algorithmic advice over human advice than customers 
n exchange relationships. 

While H1 assumes that customers have a choice between 

uman and algorithmic advice, service firms often push their 
ustomers towards algorithmic advice by, for example, cou- 
ling certain products with algorithmic advice or by restrict- 
ng access to human advice. For instance, insurance compa- 
ies have started offering certain types of products exclusively 

o customers who use algorithmic advice (e.g., MassMutual 
ffering its easy and affordable life insurance products “Haven 

erm” and “Haven Simple” to online customers only). Sim- 
larly, many banks restrict access to human investment ad- 
ice to customers who are able to invest large amounts of 
oney, whereas “robo” investment advisors are available to 

lmost anybody. Hence, customers will often have no alter- 
ative to using algorithmic advice, raising the question of 
ow they will respond in such situations. Specifically, we are 
nterested in understanding how offering algorithmic advice 
nly affects relational outcomes such as relationship quality 

 Palmatier, Dant, Grewal, and Evans 2006 ) and customer loy- 
lty ( Zeithaml, Berry, and Parasuraman 1996 ). 

In this respect, we propose that offering algorithmic ad- 
ice will be more harmful to relationship outcomes in com- 
unal relationships than in exchange relationships. As de- 

cribed above, algorithmic advice may not elicit percep- 
ions of social support to the same extent as human advice 
 Haslam et al. 2008 ). Importantly, as social support is a con- 
titutive element of communal relationships, the lack of such 

upport represents a disconfirmation of relational norms. Put 
ifferently, communal customers may feel that the introduc- 
ion of algorithmic advice implies that their service provider 
oes not provide the level of support they would have ex- 
ected. Consequently, they may evaluate their relationship 

ore negatively and may be less loyal compared to cus- 
omers who have been offered human advice. In contrast, a 
ower level of social support may not result in dissatisfac- 
ion in exchange relationships as being responsive to each 

ther’s emotional needs is not a salient relationship norm 

 Aggarwal 2004 ; Clark and Mills 1979 ). Hence, algorithmic 
dvice should not have the same negative effect on relation- 
hip outcomes such as relationship quality and loyalty. Sum- 
arizing, 

2. Offering algorithmic advice instead of human advice will 
ave a more negative effect on relationship outcomes in com- 
unal relationships than in exchange relationships. 

Next, the underlying process is investigated. As the pre- 
eding arguments suggest, algorithmic advice is limited in 

erms of social support. To understand how this may affect 
elational outcomes, it is important to distinguish between 

he (perceived) quantity of social support and the subjective 
atisfaction with that support ( Bavik et al. 2020 ). As such, 
atisfaction reflects the extent to which the quantity of sup- 
283 
ort one has received matches one’s desired or needed level 
 Doeglas et al. 1996 ). Of note, this sense of satisfaction may 

e particularly relevant in the current context. Specifically, 
fter the introduction of algorithmic advice, communal cus- 
omers may experience dissatisfaction with the amount of so- 
ial support (or lack thereof) they receive from their service 
rovider. This feeling, in turn, will have an adverse impact on 

ownstream relationship variables. In contrast, exchange cus- 
omers may not feel dissatisfied with the lack of social support 
s social support is not important to their relationship. Hence, 
he lesser amount of social support will not have a negative 
mpact on their relational outcomes. 

3. The interactive effect of advice and relationship type will 
e mediated by satisfaction with social support. Specifically, 
elationship type (communal, exchange) will moderate the ef- 
ect of advice (human, algorithmic) on satisfaction with social 
upport, and satisfaction, in turn, will shape relationship out- 
omes. 

uman fallback options as an intervention 

If algorithmic advice adversely affects relational outcomes 
or communal customers, it seems important to explore ap- 
roaches for making algorithmic advice more attractive. In 

his regard, one potentially effective strategy is to include a 
uman fallback option when offering algorithmic advice. Ser- 
ice providers relying on this approach typically give their 
ustomers the option to ask for additional human guidance 
hen interacting with algorithmic advice. For example, cus- 

omers of the robo-advisor of Fidelity have access to addi- 
ional financial coaching when they feel they need it. Hence, 
uman advice is available to customers upon request but is 
ot part of the standard advice process. 

This approach may be an effective intervention to over- 
ome algorithm aversion in communal relationships. As de- 
cribed earlier, customers may expect communal relationship 

artners to take care of each other by providing social support 
 Clark and Mills 1979 ; Goodwin 1996 ). Although customers 
ho are offered a human fallback option may not make use 
f this option, they may nevertheless perceive that the firm is 
roviding genuine social support. In this regard, research has 
ound that merely knowing about the availability of commu- 
al relationship partners can make people believe that they 

ave access to social support ( Taylor et al. 2007 ). For exam- 
le, simply telling people to think about a communal rela- 
ionship partner (e.g., friends, family, one’s team) can suffice 
o trigger perceptions of social support (e.g., Jiang, Drolet, 
nd Kim 2018 ; Taylor et al. 2007 ). Hence, signaling to cus- 
omers that human advice is there if needed may activate the 
eeling that social support is available. As a result, commu- 
al customers who are offered a human fallback option may 

valuate the relationship with the firm more positively than 

ommunal customers who receive algorithmic advice without 
his option. Thus, 

4. In communal relationships, customers who receive algo- 
ithmic advice will evaluate their service relationship more 
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ositively when they are also offered a human fallback op- 
ion relative to when they receive algorithmic advice only. 

However, offering a fallback option may not have the same 
ffect in exchange relationships. In fact, this intervention may 

ackfire when a relationship is governed by exchange norms. 
artners in exchange relationships follow a transactional, tit- 
or-tat logic that keeps track of each partner’s inputs and out- 
uts ( Aggarwal 2004 ; Clark and Mills 1979 ). Specifically, 
eople do not evaluate inputs and outputs separately but com- 
ute the net of total inputs and outputs ( Aggarwal and Zhang 

006 ). When one partner feels that she/he receives less than 

xpected, she/he may feel that she/he should also invest less in 

he relationship to maintain a balance. In contrast, when one 
artner feels that she/he gets more than expected, she/he may 

eel obligated to give more. Both patterns can be associated 

ith negative feelings as one partner either feels deprived or 
ndebted to the other partner ( Aggarwal 2004 ; Buunk, Doosje, 
ans, and Hopstaken 1993 ). 

Against this background, we argue that offering a human 

allback option may be regarded as a form of unsolicited so- 
ial support by exchange customers, leading to an imbalance 
etween inputs and outputs. That is, because they are offered 

dditional support that goes beyond the standard advice so- 
ution, exchange customers may feel that they will need to 

ncrease their own input to maintain reciprocity in the re- 
ationship. As a result, they may not be satisfied with the 
mount of support they receive and may evaluate the relation- 
hip with their service provider more negatively when offered 

lgorithmic advice with an additional human fallback option 

ompared to when they receive algorithmic advice only. Thus, 

5. In exchange relationships, customers who receive algo- 
ithmic advice will evaluate their service relationship more 
egatively when they are also offered a human fallback op- 
ion relative to when they receive algorithmic advice only. 

Finally, the arguments laid out above suggest that satis- 
action with social support will mediate the interactive effect 
f relationship type and advice type. That is, communal (ex- 
hange) customers will be more satisfied with the level of so- 
ial support when they receive algorithmic advice with (with- 
ut) a human fallback option, and this sense of satisfaction 

ill subsequently shape their evaluations of the relationship 

ith the service provider. Hence, 

6. The interactive effect of algorithmic advice and rela- 
ionship type will be mediated by satisfaction with social 
upport. Specifically, relationship type (communal, exchange) 
ill moderate the effect of algorithmic advice (with, with- 
ut fallback option) on satisfaction with social support, and 

atisfaction, in turn, will shape relationship outcomes. 

Study 1 

esign, procedure, and participants 

The aim of Study 1 was to test H1. Seventy-one respon- 
ents (52.1% male, average age: 37.4 years) recruited through 
284 
mazon MTurk participated in the study. As Study 1 focused 

n real service relationships, participants were first asked to 

ndicate the name of their main bank. Based on this informa- 
ion, we assessed their relationship type with their bank and 

everal control measures. In the next part of the study, partic- 
pants were told that their bank had started offering financial 
dvice related to retirement planning and were asked to read a 
hort description of a corresponding advice process (see Web 

ppendix ). After reading the description, participants were 
sked to imagine that they were interested in a retirement plan 

nd told that their bank offered a human advice option and 

n algorithmic advice option. Participants were then asked 

o indicate which option they would choose. To avoid any 

onfounding effects, participants were also informed that, in 

he past, retirement plans from human financial advisors and 

igital financial advisors had been equally successful. 

easurement 

Independent variable. To measure participants’ relation- 
hip with their bank, we adapted six communal items 
 α = .76) and six exchange items ( α = .83) from 

lark and Aragón (2013) . As suggested by previous research 

 Aggarwal 2004 ; Scott, Mende, and Bolton 2013 ), we formed 

 relationship index by averaging the communal and the 
everse-coded exchange items. Hence, a higher value is in- 
icative of a communal relationship, whereas a lower value 
eflects an exchange relationship. Unless stated otherwise, all 
tems of this study and the other studies used 7-point scales 
abeled strongly disagree (1) and strongly agree (7) . 

Dependent variable. The choice measure served as the de- 
endent variable (0 = personal advice, 1 = algorithmic ad- 
ice). 

Control variables. As our study focused on real service 
elationships, we controlled for participants’ satisfaction with 

heir bank’s service quality and fees prior to their exposure 
o the stimulus materials (endpoints: very dissatisfied = 1, 
ery satisfied = 7 ). Moreover, we asked participants how long 

hey had been a customer of the bank and whether they had 

 permanently assigned personal advisor. At the end of the 
tudy, we also measured participants’ performance expectancy 

f the type of advice they had selected with an item adapted 

rom Venkatesh, Thong, and Xu (2012) (“Using this service 
ould help me to plan my retirement more successfully”) as 
ell as demographic characteristics such as age, gender, and 

ncome. 

nalyses and results 

Control variable. None of the control variables emerged 

s a significant covariate. Thus, they were excluded from the 
nalyses. 

Hypothesis testing. We predicted choice of advice by us- 
ng a logistic regression with service relationship as an inde- 
endent variable. We found a marginally significant effect of 
ervice relationship (Wald χ2 (1) = 3.52, p = .06). Following 

he recommendations of Osborne (2015) , we z-standardized 
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he independent variable and calculated predicted probabili- 
ies of adoption of algorithmic advice for participants in a 
ommunal relationship ( + 1 SD ) and in an exchange relation- 
hip ( −1 SD ). As expected, communal customers were less 
ikely to choose algorithmic advice (61.0%) than exchange 
ustomers (83.9%). These results support H1. 

iscussion 

Study 1 provides initial evidence that customers in com- 
unal relationships are more reluctant to choose algorithmic 

dvice than customers in exchange relationships—despite the 
act that they had been told that algorithmic advice tools were 
s effective in generating retirement plans as human advisors. 
owever, to isolate the effects of different advice types, the 
escriptions in Study 1 did not refer to the costs associated 

ith developing a retirement plan nor to any potential cost 
ifferences between human and algorithmic advice. Hence, 
ommunal participants may have felt they had little to lose 
y choosing the human advice option. In reality, however, 
lgorithmic advice tools are frequently priced lower than hu- 
an advice to provide customers with an incentive to make 

se of these tools. In Study 2, we wanted to test the robust- 
ess of the results revealed in Study 1 by testing if communal 
ustomers will still show a preference for human advice even 

hen this option is associated with higher costs. 

Study 2 

esign, procedure, and participants 

In Study 2, we aimed to test if the preference of com- 
unal customers for human advice would persist even when 

his kind of advice was costlier. We selected a different ad- 
ice context, namely insurance advice. A total of 159 Amazon 

Turk respondents participated in the study (58.5% male, av- 
rage age: 44.3 years). Participants first indicated the name of 
heir main insurance provider and were asked to assess the na- 
ure of their relationship. Next, they were informed that their 
ain insurance provider offered advice on finding the right 

isability insurance and read a short description of the cor- 
esponding advice process (see Web Appendix). Participants 
ere asked to imagine that they were interested in disability 

nsurance and that their insurance provider offered a human 

dvice option and an algorithmic advice option to find the 
ight coverage. Importantly, half of the participants were told 

hat the average annual price for a disability insurance was 
.0% of their annual salary when they used algorithmic ad- 
ice but 2.2% of their annual salary when they used advice 
rom a human insurance agent. In contrast, the other half of 
he participants were told that the average annual price was 
.2% of their annual salary regardless of type of advice. Par- 
icipants then indicated which option they would choose. 
285 
easurement 

Independent variable. To measure type of relationship, we 
sed the same scale as in Study 1 and formed a relationship 

ndex by averaging the communal items ( α = .87) and the 
everse-coded exchange items ( α = .91). 

Dependent measure. The choice measure served as the de- 
endent variable (0 = personal advice, 1 = algorithmic ad- 
ice). 

Control variables. We used the same control variable as in 

tudy 1 and adapted them to an insurance context. 

nalyses and results 

Control variables. Again, the control variables did not have 
 significant impact and were excluded from the analyses. 

Hypothesis testing. We mean-centered the relationship 

core and estimated a model that predicted choice of ad- 
ice by relationship, price, and the interaction between these 
ariables. Again, relationship had a significant impact (Wald 

2 (1) = 13.17, p < .001). However, the effects of price (Wald 

2 (1) = 1.22, p = .27) and the relationship × price inter- 
ction (Wald χ2 (1) = .08, p = .77) were not significant. 
ext, we z-standardized the independent variables and calcu- 

ated predicted probabilities of adoption of algorithmic advice 
or participants across the two price conditions. In both con- 
itions, customers with a communal relationship ( + 1 SD ) 
ere less likely to choose algorithmic advice (same price: 
8.8%, lower price: 62.5%) than customers that had an ex- 
hange relationship (- 1 SD ; same price: 85.2%, lower price: 
8.6%). 

iscussion 

Study 2 provides renewed support for H1, showing that 
ommunal customers are less likely to choose algorithmic ad- 
ice even when human advice is the costlier option. In the 
ollowing studies, we will focus on settings where customers 
annot choose between different types of advice and are only 

ffered algorithmic advice by their service providers. 

Study 3 

esign, procedure, and participants 

The aim of Study 3 was to test H2 and H3. A total of
71 participants (52.0% male, average age: 38.4 years) were 
ecruited through Amazon MTurk. Similar to Study 1, we 
ocused on pension planning. In the first part of the study, 
articipants indicated the name of their main bank and rated 

heir relationship with this bank. Next, they were asked to 

magine that they wanted to develop a retirement plan and 

ere offered a new service called RetirementPlus (see Web 

ppendix). They were informed that all customers interested 

n developing a retirement plan had to use this service and 

ead a fictitious description of the service from the bank’s 
ebsite. In half of the conditions, the service was described 
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1 The analyses also revealed significant positive effects of advice for cus- 
tomers with relationship scores below −.71 and −.53 (loyalty: b JN = .22, 
SE = .11, p = .05; switching intentions: b JN = .16, SE = .08, p = .05). 
That is, customers high in exchange orientation responded more positively to 
algorithmic advice than human advice. Although not formally hypothesized, 
these results align with our arguments that exchange-oriented customers may 
prefer advice tools that are not associated with (perceived) social obligations. 
At the same time, it is important to note that this effect was not very strong 
as only .6% and 3.5% of participants had relationship scores below these 
points. 
s an algorithmic advice service, whereas in the other half 
he service was described as a human advice service. That is, 
articipants were either informed that all steps of the advice 
rocess were carried out by a digital advisor or by a human 

lient advisor. Finally, participants responded to the dependent 
easures. 

easurement 

Independent variable. We used the same relationship scale 
s in the previous studies and formed a relationship index 

y averaging the communal items ( α = .83) and the reverse- 
oded exchange items ( α = .85). 

Dependent measures. In this study, we wanted to exam- 
ne how algorithmic advice affects relational outcomes. As 
ustomer loyalty is regarded as one of the most important re- 
ationship outcomes ( Palmatier et al. 2006 ), we used the six- 
tem customer loyalty scale from Homburg, Müller, and Klar- 
ann (2011) as a dependent measure ( α = .89). This scale is 

ased on Zeithaml, Berry, and Parasuraman (1996) definition 

f customer loyalty and includes items referring to customers’ 
ntentions to repurchase, to increase share of wallet, and to 

pread word of mouth. In addition, we assessed participants’ 
witching intentions by asking them to rate the probability 

hat they would go to another bank (three-item scale from 

ansal and Taylor 1999 ; α = .70). 
Process measure. To investigate the underlying process, 

e measured satisfaction with social support. To this end, we 
dapted the five-item measure of daily emotional support from 

oeglas et al. (1996) social support questionnaire ( α = .81). 
hat is, we asked participants if they expected to receive as 
uch social support as they would need when using this type 

f advice (e.g., “Do you expect your bank to demonstrate as 
uch of the following behaviors as you like when using this 

ype of advice?”, “Sympathizing with me”, “Lending me a 
riendly ear”, etc.). Endpoints were labeled much less than I 
ike (1) and more than I like (7) . 

Control variables. We measured the same control variables 
s in Study 1. 

nalyses and results 

Control variables. Contrary to Studies 1 and 2, satisfaction 

ith the bank’s service quality and fees as well as perfor- 
ance expectancy emerged as significant covariates for both 

ependent variables ( p < .03). From a theoretical perspective, 
t stands to reason that customers consider these aspects when 

valuating their overall relationship with a service firm. Thus, 
e included these variables in the analyses. 
Hypothesis testing. To test H2, we conducted OLS regres- 

ion analyses. We mean-centered the relationship score and 

ncluded it as a continuous predictor variable in our model. 
e also included advice (human advice = −1, algorithmic 

dvice = 1), the interaction between advice and relationship, 
nd the control variables in our model. We regressed cus- 
omer loyalty and switching intentions on these variables (see 
able 1 ). This analysis revealed a significant effect of the ad- 
286 
ice × relationship interaction (customer loyalty: b = −.40, 
 (164) = −2.66, p < .01; switching intentions: b = −.38, 
 (164) = −2.73, p < .01). To explore this interaction in more 
etail, we performed floodlight analyses using the Johnson- 
eyman technique ( Spiller, Fitzsimons, Lynch, and Mcclel- 

and 2013 ). This analysis showed a significant negative ef- 
ect of advice on loyalty for any participant whose mean- 
entered relationship score was greater than .05 ( b JN 

= −.08, 
E = .04, p = .05) and on switching intentions for any par- 

icipant whose mean-centered relationship score was greater 
han .09 ( b JN 

= −.08, SE = .04, p = .05), that is, for those
articipants that had a more communal relationship with their 
ank. 1 The Johnson-Neyman region of significance is indi- 
ated by the gray area in Fig. 2 . These results provide support 
or H2. 

Process analysis. To examine if satisfaction with social 
upport mediated the link between advice, relationship type, 
nd the dependent variables, we ran a mediation analysis with 

he above-mentioned variables and the control variables as 
ovariates ( Hayes 2018 ; model 8). Using the bootstrapping 

ethod (5000 resamples), we compared the impact of advice 
ia satisfaction with social support on loyalty and switching 

ntentions when a customer had a communal relationship (i.e., 
ne standard deviation above the mean) and an exchange rela- 
ionship (i.e., one standard deviation below the mean). In line 
ith our theoretical reasoning, this analysis revealed a signif- 

cant indirect effect of advice on the dependent variables via 
atisfaction with social support for customers in a commu- 
al relationship (customer loyalty: −.04, 95% CI = −.0761, 
.0033; switching intentions: −.05, 95% CI = −.0966, 
.0145) but not for customers in an exchange relationship 

customer loyalty: .02, 95% CI = −.0030, .0604; switching 

ntentions: .03, 95% CI = −.0043, .0792). The confidence 
nterval for the index of moderated mediation did not include 
ero (customer loyalty: −.11, 95% CI = −.2404, −.0128; 
witching intentions: −.17, 95% CI = −.3109, −.0470), in- 
icating that the mediation is moderated. 

iscussion 

Study 3 provides support for our notion that the intro- 
uction of algorithmic advice has a more harmful effect on 

elational outcomes in communal than in exchange relation- 
hips. Study 3 also provides insights into the underlying pro- 
ess and the role of social support. That is, unlike customers 
n exchange relationships, customers in communal relation- 
hips feel that they do not receive sufficient social support 
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Table 1 
Study 3: Regression results for customer loyalty and switching intentions. 

Customer loyalty Switching intentions 

b t p b t p 

(Constant) 5.40 140.97 .00 6.11 170.06 .00 
Advice −.06 −1.53 .13 −.04 −1.10 .27 
Service relationship .07 .47 .64 −.29 −2.04 .04 
Advice × service relationship −.40 −2.66 .01 −.38 −2.73 .01 
Satisfaction with fees .21 4.29 .00 .10 2.23 .03 
Satisfaction with service quality .32 6.45 .00 .23 4.92 .00 
Performance expectancy .27 5.24 .00 .21 4.28 .00 
R 

2 .67 .51 

Fig. 2. Study 3: Relationship type moderates the effect of advice on loyalty 
and switching intentions. 
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hen they have been offered algorithmic advice and there- 
ore question their relationship more strongly. As firms often 

refer their customers to use algorithmic advice instead of hu- 
an advice, the following studies will investigate how firms 

an alleviate the potentially negative effects of offering only 

lgorithmic advice to existing customers. 
287 
Study 4 

esign, procedure, and participants 

The aim of Study 4 was to test H4, H5, and H6 and to
xamine the impact of providing a human fallback option. 
imilar to Studies 1 and 3, we focused on pension planning. 
owever, in this study, we manipulated type of relationship 

ather than measuring it. We used a two-stage 2 × 2 between- 
ubjects design and assigned participants randomly to differ- 
nt relationship conditions (i.e., communal and exchange) and 

ifferent algorithmic advice conditions (i.e., with and without 
 human fallback option). A total of 156 consumers recruited 

hrough the panel of Prolific participated in the study (52.6% 

ale, average age: 37.7 years). 
The study consisted of two parts conducted at different 

oints in time. In the first part, participants experienced dif- 
erent customer touchpoints of an allegedly newly established 

ank called Investera (see Web Appendix for all stimulus ma- 
erials). First, they were asked to browse the main screen of 
he bank’s website. Next, they read a customer testimonial 
ublished on the company’s website and watched a social me- 
ia video from another customer who talked about the bank’s 
ervices. Finally, they were asked to read two online reviews 
hat included a star rating. Importantly, all stimuli featured 

ither communal norms (i.e., mutual care and concern) or ex- 
hange norms (i.e., keeping track of each other’s inputs and 

utputs). We considered these stimuli as a realistic way to 

anipulate relational orientations as companies will rely on 

ery similar touchpoints to build service relationships. At the 
nd of the first part, participants responded to a relationship 

easure that served as a manipulation check. 
One day after completing the first part, participants were 

ontacted again and had a one-week window for complet- 
ng the second part of the study (average time period be- 
ween first and second part: 1.4 days). In the second part, 
articipants first experienced two of the previous touchpoints 
website, testimonial) again to confirm their relationship type. 
ollowing this, they were exposed to the advice manipula- 

ion. Participants were informed that Investera had launched 

 new algorithmic advice service that all customers interested 

n pension planning should use. Next, they were asked to 

ead a description of the new service on the bank’s website 
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Fig. 3. Study 4: Relationship type moderates the effect of advice on rela- 
tionship quality. 
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hich was similar to the description of algorithmic advice in 

tudy 3. Hence, participants responded to the algorithmic ad- 
ice manipulation based on their previously formed relation- 
hip type. In the condition with a human fallback option, par- 
icipants were told that they could request additional advice 
rom a human advisor when interacting with the algorithmic 
dvice tool. Therefore, the website included a setting that al- 
owed customers to contact a human advisor. In the condition 

ithout a human fallback option, participants were told that 
hey would receive algorithmic advice only. Hence, the web- 
ite did not include an additional setting. After reviewing the 
dvice description, participants responded to the dependent 
easures. 

easurement 

Dependent measure. Building on the results of Study 3, 
his study sought to address the impact of algorithmic ad- 
ice on relationship quality, that is, the overall strength of 
articipants’ relationship with their bank. To effectively cap- 
ure the strength of a service relationship, one must not only 

ssess customers’ satisfaction with the relationship but also 

heir trust in the relationship partner as well as their commit- 
ent to continue the relationship (e.g., De Wulf, Odekerken- 
chroeder, and Iacobucci 2001 ; Palmatier et al., 2006 ). Hence, 

o measure relationship quality, we drew on a nine-item scale 
rom Mende, Bolton, and Bitner (2013) that conceptualizes re- 
ationship quality as a higher-order construct consisting of sat- 
sfaction, trust, and commitment. As recommended by the au- 
hors, the items were merged into a single construct ( α = .97, 
ee Appendix). 

Process measure. We measured satisfaction with social 
upport with the same scale as in Study 3 ( α = .94). 

Manipulation check. To confirm that the relationship ma- 
ipulation was successful, we asked participants to charac- 
erize the nature of their relationship using the relationship 

cale from the previous studies. Again, we formed a relation- 
hip index by averaging the communal items ( α = .88) and 

he reverse-coded exchange items ( α = .89). 
Control variable. Similar to the previous studies, we in- 

luded performance expectancy and demographic characteris- 
ics as controls. As we focused on a newly developed rela- 
ionship, previous satisfaction with service quality, previous 
atisfaction with fees, and previous access to a client advisor 
ere not included. 

nalyses and results 

Manipulation check. Participants in the communal condi- 
ions believed more strongly that their relationship with the 
ank was shaped by communal norms than participants in the 
xchange conditions ( M communal = 4.47, M exchange = 3.40, F (1, 
54) = 57.60, p < .001). 

Control variables. As in the previous study, performance 
xpectancy emerged as a significant covariate ( p < .001). 
ence, this variable was included in the analyses. 
288 
Hypotheses testing. An ANCOVA revealed insignificant 
ffects for advice ( F (1, 151) = .26, p = .61) and rela-
ionship ( F (1, 151) = .66, p = .42). Importantly, the in- 
eraction between advice and relationship was significant 
 F (1, 151) = 11.50, p < .01). As Fig. 3 shows, partici-
ants in the communal condition experienced a higher re- 
ationship quality when learning that algorithmic advice in- 
luded a human fallback option (M without_human_fallback = 4.32, 
 with_human_fallback = 4.91, F (1, 151) = 7.05, p = .01). In con- 

rast, participants in the exchange condition responded less 
avorably to algorithmic advice with a human fallback option 

han to algorithmic advice without a human fallback option 

M without_human_fallback = 4.71, M with_human_fallback = 4.27, F (1, 
51) = 4.43, p = .04). These results support H4 and H5. 

Process analysis. We ran a mediation analysis with the 
ndependent variables, their interaction, performance ex- 
ectancy, and satisfaction with social support as mediator 
 Hayes 2018 ; model 8). We coded algorithmic advice as −1 

hen no human fallback option was offered and as 1 when a 
uman fallback option was offered. Using the bootstrapping 

ethod (5000 resamples), this analysis revealed a significant 
ndirect, positive effect of algorithmic advice on relationship 

uality via satisfaction with social support when participants 
ad a communal relationship (.12, 95% CI = .0016, .2384). 
n contrast, there was a significant indirect, negative effect 
f algorithmic advice on relationship quality via satisfaction 

hen participants had an exchange relationship ( −.12, 95% 

I = −.2514, −.0026). The confidence interval for the index 

f moderated mediation did not include zero (.2348, 95% 

I = .0714, .4178), indicating that the mediation is moder- 
ted. These findings provide support for H6. 

iscussion 

Study 4 finds that offering algorithmic advice with a hu- 
an fallback option may be an effective measure to avoid 

egative responses to algorithmic advice in communal rela- 
ionships. Customers in communal relationships who received 

lgorithmic advice with an additional human fallback option 

emonstrated a higher level of relationship quality than cus- 
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2 In fact, the matching was done manually by the researchers as this could 
be achieved more efficiently than developing, training, and implementing a 
matching algorithm. 

3 One item exhibited low reliability (i.e., the sixth exchange item in the 
Appendix). Note that the results would be similar if this item was excluded. 
omers who received algorithmic advice without this option. 
s expected, a different pattern of results emerged for cus- 

omers in an exchange relationship. In these cases, relation- 
hip quality was lower when algorithmic advice was coupled 

ith an additional human advice option. 
One limitation of Study 4, however, is that participants 

valuated a description of an algorithmic advice tool. Hence, 
articipants did not actually experience algorithmic advice 
nd had to imagine how this would affect their relationship 

ith the bank. In Studies 5 and 6, we sought to address this 
imitation by designing a setting where participants actually 
eceived algorithmic advice in response to a real decision 

roblem and by examining how this affected their relation- 
hip with the organization providing the advice. 

Study 5 

esign, procedure, and participants 

The aim of Study 5 was to replicate H4 and H5 in a differ-
nt advice domain, namely, student counseling. Student coun- 
eling is provided by universities and ranges from psycholog- 
cal counseling over financing advice to academic guidance. 
n our research, we focused on academic advice about thesis 
riting. In general, research has found that writing a thesis 

s a very challenging task for students associated with high 

evels of (human) advice (e.g., Ylijoki 2001 ). Hence, we con- 
idered thesis advice as a suitable context for our research. 
 total of 120 business students (60.0% male, average age: 
2.9 years) who had not started their thesis at the time of 
he study were recruited through the subject pool of a large 
erman university. As in Study 4, participants were randomly 

ssigned to a condition without a human fallback option or 
o a condition with a fallback option. 

In the first part of the study, participants were asked to 

haracterize their relationship with the university. Next, they 

ere told that the university had developed a new digital 
ool to provide advice on finding the right type of thesis and 

hat they had been selected to test the tool before its official 
aunch. Specifically, participants were informed that the tool 
ould ask them to self-assess a range of abilities that were 

elevant for writing different kinds of theses and that this self- 
ssessment would be used to derive a recommendation on the 
ind of thesis that was best suited to their abilities. More- 
ver, they were told that the analysis and recommendation 

rocess were completely automated and that the recommen- 
ation would be sent to their email address once the analysis 
ad been completed. 

After receiving this information, students were directed to 

he algorithmic advice system and started the self-assessment. 
he self-assessment consisted of several item batteries derived 

rom the literature to measure different kinds of abilities such 

s creativity, statistical skills, analytical thinking, practical in- 
elligence, and communicative skills. In addition, participants 
ere asked to read short descriptions of five types of “the- 

is writers” (e.g., “Qualitative thesis: I am very empathetic, 
ave good listening skills, and can respond to the feelings and 
289 
oods of other people. I am a diligent worker and can handle 
xtensive tasks”) and to rank these descriptions according to 

he extent to which they matched their abilities. 
Once participants had completed this self-assessment, they 

ere told that they would receive an email with their personal- 
zed recommendation within 24 hours (see Web Appendix for 
n example). Specifically, participants’ scores were matched 

gainst five different types of theses (i.e., conceptual thesis, 
ualitative thesis, quantitative thesis, experimental thesis, ap- 
lied thesis). These types reflect the range of theses that busi- 
ess students at the university in question can typically choose 
rom and require different kinds of skills (e.g., a quantitative 
hesis requires strong statistical skills, whereas an experimen- 
al thesis requires strong creative and analytical skills). Each 

articipant received a recommendation that focused on the 
hesis type that best matched her or his specific skills. The 
ecommendation did not only include a detailed description 

f the best-suited thesis type but also featured three specific 
ips on the challenges that students typically faced when writ- 
ng this type of thesis and how best to overcome these chal- 
enges. Importantly, all participants were told that the rec- 
mmendations had been derived automatically by a matching 

lgorithm. 2 

The key manipulation focused on the extent of human sup- 
ort linked with the automated thesis advice. As the recom- 
endations were sent directly to participants’ email addresses, 

ll recommendations included an introductory and a closing 

tatement by a (fictitious) student advisor. In addition, half 
f the participants were offered a human fallback option (“If 
ou want to discuss your recommendation, you can contact 
e at any time”), whereas the other half did not receive this 

ffer. Participants were instructed to read their recommenda- 
ions thoroughly. Finally, they were instructed to take part in 

 survey about the new algorithmic advice tool. Participants 
esponded to the dependent measures and were thoroughly 

ebriefed. 

easurement 

Independent variable. We used the same items as in pre- 
ious studies to measure type of relationship and formed a 
elationship index (communal items: α = .67, exchange items: 
= .65). 3 

Dependent measure. As in the previous study, we relied 

n relationship quality as a dependent variable and measured 

t with the same nine-item scale ( α = .93). 
Control variables. We adapted the control variables from 

tudy 1 to a university context except for the client advisor 
ariable which did not apply to this context. For example, 
e asked students to indicate their general satisfaction with 

he lectures and the support of faculty members (endpoints: 
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Table 2 
Study 5: Regression results for relationship quality. 

Relationship quality 

b t p 

(Constant) 4.84 59.17 .00 
Advice −.01 −.16 .87 
Service relationship .21 1.38 .17 
Advice × service relationship .40 2.73 .01 
Satisfaction with lectures and faculty .22 3.95 .00 
Performance expectancy .27 4.10 .00 
R 

2 .35 
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4 We thank the associate editor and an anonymous reviewer for this sug- 
gestion. 
ery dissatisfied = 1, very satisfied = 7). Finally, we asked 

articipants to evaluate the perceived quality of the recom- 
endation to rule out a competing explanation for our effects 

“How do evaluate your recommendation?” very negative (1) 
very positive (7) ). As such, participants that evaluate their 

ecommendation more (less) positively may also feel more 
less) attached to the entity providing the recommendation—
rrespective of whether they can contact a human advisor or 
ot. 

nalyses and results 

Control variables. Performance expectancy and satisfaction 

ith the lectures and support of faculty members emerged 

s significant covariates and were included in the analy- 
es ( p < .05). Importantly, the recommendations were gen- 
rally considered very positively ( M = 5.54 on a 7-point 
cale), and these evaluations did not differ between the 
wo experimental conditions ( M with_ human_fallback = 5.57, 
 without _ human_fallback = 5.52, F (1, 119) < 1). 
Hypotheses testing. Similar to Study 3, we conducted OLS 

egressions and included algorithmic advice (without human 

allback option = −1, with human fallback option = 1), the 
ean-centered relationship index, and the interaction between 

hese variables in our model (see Table 2 ). There was a 
ignificant effect of the interaction between advice and re- 
ationship ( b = .40, t (114) = 2.73, p < .01). Floodlight 
nalyses revealed a significant positive effect for participants 
hose mean-centered relationship score was greater than .67 

 b JN 

= .26, SE = .13, p = .05). An opposite pattern was
ound for subjects whose relationship score was lower than 

.55 ( b JN 

= −.24, SE = .12, p = .05). That is, participants
ho had a more communal relationship with the university re- 

ponded more positively to the human fallback option, while 
articipants who had a more exchange-oriented relationship 

esponded more negatively to this intervention. In sum, these 
ndings provide further support for H4 and H5. 

iscussion 

Study 5 replicated the findings of Study 4 in a setting 

here participants received algorithmic advice for a real and 

omplex decision they were facing (i.e., writing a thesis). In 

ine with the results of Study 4, signaling that additional hu- 
an guidance was potentially available enhanced relationship 
290 
uality for communal participants, but decreased it for ex- 
hange participants. Importantly, all participants considered 

he advice generated by the algorithm as very helpful and 

his judgment did not differ across the experimental condi- 
ions. Hence, the finding that participants with different rela- 
ionships responded differently to the advice tool cannot be 
ttributed to the advice as such but to the specific operational 
etting through which this advice was delivered. 

However, there may also be another, competing explana- 
ion for our findings. That is, including a human fallback 

ption may also have signaled that more information is po- 
entially available. 4 Put differently, customers may feel that 
 human advisor may provide information that algorithmic 
dvice cannot provide. From this perspective, communal cus- 
omers may welcome an advice tool combined with a fallback 

ption as they may not only welcome the human layer but 
lso the additional information potentially provided by the 
uman advisor. On the other hand, exchange customers may 

eact negatively to an algorithmic advice tool paired with a 
uman layer as they may feel that the tool is not adequate 
n itself and that they will still have to contend with a hu- 
an advisor if they do not want to forego potentially relevant 

nformation. Thus, communal and exchange customers may 

eact differently to advice tools that feature a fallback op- 
ion because this configuration potentially provides access to 

ore information and not because it provides social support. 
n Study 6, we wanted to rule out this alternative explanation. 

Study 6 

esign, procedure, and participants 

One hundred ninety-one business students (56.0% male, 
verage age: 23.9 years) from the subject pool of the same 
niversity as in Study 5 participated in the study. All students 
ad not yet started their thesis at the time of the study. The 
rocedure of Study 6 was identical to Study 5, with partic- 
pants receiving a personalized thesis recommendation based 

n their self-assessed strengths and interests. Unlike Study 5, 
owever, Study 6 featured three different advice conditions. 
n the first condition, participants only received their recom- 
endation. This condition was identical to the “algorithmic 

dvice only” condition of Study 5. In the second condition, 
articipants received their recommendation and were offered 

 human fallback option that provided no additional informa- 
ion (i.e., the advice tool emphasized that students could reach 

ut to a thesis advisor if they had questions but that the ad- 
isor could not provide more information than that contained 

n the automated feedback). In the third condition, partici- 
ants received their recommendation and were offered a hu- 
an fallback option that provided potentially new information 

i.e., the advice tool emphasized that the thesis advisor may 

elp students interpret the recommendation provided by the 
lgorithm more thoroughly). 
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5 In an ancillary analysis, we just focused on the two fallback conditions 
and ran OLS regressions where we included fallback, relationship, and the 
interaction in the model. This analysis revealed insignificant effects for fall- 
back, significant effects for relationship, and insignificant interaction effects 
for both dependent variables. Hence, this analysis suggests that the effects 
of the two fallback conditions are not significantly different from each other. 
We reasoned that the latter conditions would allow us to 

ease apart the two competing explanations. If communal (ex- 
hange) customers embrace (reject) an algorithmic advice tool 
ith a human fallback option because this configuration pro- 
ides (unsolicited) social support, then we would not expect to 

bserve significant differences across the two fallback condi- 
ions. That is, because both the “no new information” and the 
new information” condition provide the same level of social 
upport, they should be evaluated more (less) favorably than 

he “algorithmic advice only” condition by communal (ex- 
hange) customers. If, however, communal and exchange cus- 
omers respond differently to advice tools featuring a human 

allback option because this kind of setting potentially pro- 
ides access to more information, then we would expect the 
wo fallback conditions to perform differently. As the “new 

nformation” condition may be considered superior in terms 
f informational value, it should be evaluated more (less) pos- 
tively by communal (exchange) customers compared to the 
algorithmic advice only” condition. On the other hand, the 
no new information” condition does not provide any addi- 
ional informational value. Hence, there should not be any 

ignificant differences compared to the “algorithmic advice 
nly” condition for both communal and exchange customers. 
n sum, specific patterns of effects related to the two fall- 
ack conditions will render either of the two accounts (social 
upport vs. informational value) more or less likely. 

easurement 

Independent variable. We used the same items as in Study 

 to measure type of relationship and formed a relationship 

ndex (communal items: α = .73, exchange items: α = .65). 
Dependent measures. Relationship quality was assessed 

ith the same items as in the previous studies ( α = .93). 
n addition, we also focused on another behavioral vari- 
ble, namely, intentions to use the tool in the future. Us- 
ge intentions were measured with three items adapted from 

enkatesh et al. 2012 ( α = .95, see Appendix). 
Control variables. We used the same control variables as 

n Study 5. 

nalyses and results 

Control variables. Performance expectancy and satisfaction 

ith the lectures and support of faculty members emerged as 
ignificant covariates for at least one of the dependent vari- 
bles ( p < .05). For reasons of consistency, both variables 
ere included in all the analyses. Moreover, the recommenda- 

ions were generally considered very positively ( M = 5.25 on 

 7-point scale) and these evaluations did not differ across the 
onditions ( M algorithmic_advice_only = 5.19, M no_new_info = 5.31, 
 new_info = 5.24, F (2, 188) < 1). 
Hypotheses testing. As Study 6 features three different ad- 

ice conditions, we first specified two dummy variables (i.e., 
ne dummy [D1] comparing “algorithmic advice only” to “no 

ew information”, and one dummy [D2] comparing “algo- 
ithmic advice only” to “new information”). Next, we con- 
291 
ucted OLS regressions where we included the control vari- 
bles, the two dummy variables, the mean-centered relation- 
hip index, and the interactions between the dummy vari- 
bles and the relationship index (see Table 3 ). The analy- 
is showed a significant interaction effect between dummy 

1 and relationship for both dependent variables (relation- 
hip quality: b = .51, t (183) = 4.47, p < .001; usage inten- 
ions: b = .55, t (183) = 3.26, p < .001). Floodlight analy- 
es revealed a significant positive effect for participants that 
cored higher on the relationship index (relationship quality: 
 JN 

= .49, SE = .10, p = .05; usage intentions: b JN 

= .86, 
E = .18, p = .05), whereas there was a negative effect 
or participants that scored lower on the relationship index 

relationship quality: b JN 

= −.23, SE = .08, p = .05; usage 
ntentions: b JN 

= .21, SE = .12, p = .05). Hence, participants 
hat were more communally oriented responded positively to 

he human fallback option (even if this option was not associ- 
ted with any informational gain), whereas the opposite was 
rue for exchange-oriented customers. 

The analysis also revealed a significant interaction between 

2 and relationship for both dependent variables (relationship 

uality: b = .48, t (183) = 3.85, p < .001; usage intentions: 
 = .56, t (183) = 3.03, p < .003). Floodlight analyses showed 

 positive effect for participants that scored higher on the re- 
ationship index (relationship quality: b JN 

= .28, SE = .08, 
 = .05; usage intentions: b JN 

= .94, SE = .21, p = .05) and
 negative effect for participants that scored lower on the re- 
ationship index (relationship quality: b JN 

= −.45, SE = .09, 
 = .05; usage intentions: b JN 

= −.17, SE = .11, p = .05).
ence, participants with a communal (exchange) relationship 

esponded positively (negatively) to a human fallback option 

nd this effect emerged irrespective of whether this option was 
ssociated with a higher informational value or not. These re- 
ults provide renewed support for H4 and H5 and suggest that 
he effects of a human fallback option are indeed shaped by 

erceptions of (unsolicited) social support. 5 

iscussion 

Study 6 replicates the finding that algorithmic advice with 

 human fallback option has a positive effect in communal 
elationships but a negative effect in exchange relationships. 

ore importantly, Study 6 rules out an alternative explanation 

ased on potential differences in informational value across 
ifferent advice conditions, thereby providing further support 
or H4 and H5 and our general conceptual model. 

General discussion 

Algorithms are increasingly able to match and outperform 

uman experts. As an increasing number of professional ser- 



B. von Walter, D. Wentzel and S. Raff Journal of Retailing 99 (2023) 280–296 

Table 3 
Study 6: Regression results for relationship quality and usage intentions. 

Relationship quality Usage intentions 

b t p b t p 

(Constant) 2.20 6.35 .00 3.48 6.80 .00 
Service relationship .61 4.96 .00 .41 2.23 .03 
Dummy 1 −.05 −.64 .52 −.11 −.97 .33 
Dummy 2 .03 .39 .70 −.13 −1.22 .23 
Service relationship × dummy 1 .51 4.47 .00 .55 3.26 .00 
Service relationship × dummy 2 .48 3.85 .00 .56 3.03 .00 
Satisfaction with lectures and faculty .33 5.55 .00 .06 .63 .53 
Performance expectancy .23 5.81 .00 .38 6.38 .00 
R 
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ice firms have started introducing algorithmic advice, it is 
mportant to understand if and when customers oppose or 
ppreciate algorithmic advice. In this context, a key issue 
s how existing service relationships shape customers’ re- 
ponses to algorithmic advice and how algorithmic advice 
ffects these relationships. We address this issue in six stud- 
es across different advice settings (i.e., investment, insurance, 
tudent counseling). Studies 1 and 2 demonstrate that commu- 
al customers are more reluctant to choose algorithmic advice 
ver human advice than exchange customers. Study 3 shows 
hat introducing algorithmic advice into existing relationships 
as an adverse effect on communal customers (but not on 

xchange customers) and that this effect is determined by 

he perception that algorithmic advice tools do not effectively 

eliver the required level of social support. Based on these 
ndings, Studies 4, 5, and 6 test an intervention to overcome 
esistance to algorithmic advice, namely, giving customers a 
uman fallback option. As expected, this intervention reduces 
he negative effect of algorithmic advice for communal cus- 
omers but adversely affects exchange customers. Importantly, 
tudy 6 rules out a competing explanation, showing that the 
ffects of a human fallback option cannot be attributed to a 
otentially higher informational value. 

heoretical implications 

Our findings make several contributions to the literature. 
irst, by investigating the role of service relationships in the 
ontext of algorithmic advice, we shed new light on when 

ustomers may accept or reject algorithmic advice. Extant 
tudies (e.g., Hildebrand and Bergner 2021 ; Logg et al. 2019 ; 
ongoni et al. 2019 ) have not considered that algorithmic ad- 
ice is often targeted at a firm’s existing customer base and 

ave not examined how customers’ relationships with the firm 

roviding the advice tool may affect their responses. In our re- 
earch, we explicitly address this question. Our findings show 

hat customers in communal relationships may oppose algo- 
ithmic advice more strongly, whereas customers in exchange 
elationships may accept it more readily. Hence, our stud- 
es show that considering service relationships may provide 
 fuller understanding of customer reactions to algorithmic 
dvice, especially when companies have not used algorithmic 
dvice in the past. 
292 
Second, we add to the literature by investigating the re- 
ational consequences of algorithmic advice. To date, most 
tudies have focused on the acceptance of algorithmic advice 
y, for example, examining when people may oppose algo- 
ithmic advice (e.g., Longoni et al. 2019 ) or when they may 

ollow the recommendations generated by algorithmic advice 
e.g., Dietvorst, Simmons, and Massey 2015 ). Our studies ex- 
end this research by suggesting that the introduction of algo- 
ithmic advice may jeopardize existing service relationships. 
mportantly, these findings also provide a new perspective on 

he link between service relationships and new technologies. 
or instance, Reinders, Dabholkar, and Frambach (2008) ar- 
ue that new technologies may harm customers’ attitudes to- 
ards a service provider because people often do not have the 

reedom to decide whether they want to use a technology or 
ot. Giebelhausen Robinson, Sirianni, and Brady (2014) argue 
hat new technologies (e.g., self-service kiosks) can deterio- 
ate service relationships by physically distracting customers 
rom noticing rapport-building behaviors of employees. Ex- 
ending these arguments, our studies show that algorithmic ad- 
ice may be incompatible with communal relationship norms, 
hereby harming critical relationship outcomes. In doing so, 
e contribute to earlier research calls from the field ( Os- 

rom et al. 2021 ; van Doorn et al. 2017 ). 
Third, there has been little research on the practical in- 

erventions that firms can use to increase the acceptance of 
lgorithmic advice. In this respect, previous research has sug- 
ested that companies should provide examples of algorithms 
erforming human tasks ( Castelo et al. 2019 ), use a human- 
ike conversational style ( Hildebrand and Bergner 2021 ), or 
rame the results of advice as personalized to a person’s 
nique characteristics ( Longoni et al. 2019 ). We add to this 
iterature by examining another intervention, namely, signal- 
ng to customers that human advice is still there if needed by 

roviding a fallback option. 
To the best of our knowledge, this is the first empirical 

est of this intervention in the context of algorithmic advice. 
nterestingly, this intervention may be a double-edged sword. 

hereas it may have a positive effect for communal cus- 
omers (compared to providing algorithmic advice only), it 
ay deteriorate relationship quality for exchange customers. 
hese findings are important as they indicate that interven- 

ions designed to overcome resistance to algorithmic advice 
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ay need to take the specific relational context into ac- 
ount. Relatedly, we contribute to the discussion about hy- 
rid conceptualizations of algorithmic and human tasks (e.g., 
uang and Rust 2022 ; Sampson 2021 ) by suggesting that giv- 

ng customers the option to request additional human advice 
s sufficient to overcome resistance to algorithmic advice in 

ommunal relationships. Hence, one may argue that combin- 
ng algorithmic and human advice on a regular basis is not 
ecessary to maintain a good relationship. 

anagerial implications 

The issues addressed in this research also have managerial 
mplications. First, firms that have not used algorithmic advice 
n the past need to consider the relationships they maintain 

ith their customers before introducing algorithmic advice. 
or example, 59.1% of the customers participating in Study 

 had a communal relationship with their bank (i.e., a score 
n the relationship scale above the mean), while 40.9% had 

n exchange relationship (i.e., a score below the mean). If a 
ajority of customers have a communal relationship, algo- 

ithmic advice may not be very successful, especially when 

t is offered at the same price as human advice. Hence, man- 
gers may refrain from offering algorithmic advice to such 

ustomers or should introduce algorithmic advice primarily 

s a service for new customers. In contrast, if a majority of 
ustomers have an exchange relationship, algorithmic advice 
ay be more favorably received. Hence, managers may be 
ell-advised to offer algorithmic advice to such customers. 
However, many professional service providers have to 

vercome cost challenges (e.g., KPMG 2022 ). Hence, they 

ay want all their customers to use digital tools such as al- 
orithmic advice and may therefore limit customers’ access 
o human advice options. In this case, allowing communal 
ustomers to request additional human guidance when using 

lgorithmic advice may be an effective intervention to avoid 

elationship damages. In addition to maintaining a good re- 
ationship, another advantage of this strategy is that it is less 
ostly than strategies that combine algorithmic and human 

dvice regularly (e.g., human advisors supported by algorith- 
ic advice). Interestingly, exchange customers may consider 

uch fallback options less positively, suggesting that the in- 
roduction of such offers requires a precise understanding of 
he relational orientations of a firm’s customer base. That is, 
anagers may have to decide which segment they want to 

ttract most and design their advice processes accordingly. 
Finally, on a more general level, our findings suggest that 

anagers can use different contact options to attract and 

erve different customer segments. Contact options that in- 
lude human elements are most likely to appeal to communal 
ustomers. For instance, firms targeting communal customers 
ay complement their automated phone systems with the pos- 

ibility to talk to a real service employee. Similarly, an auto- 
atically generated email could integrate contact details or a 

icture of an employee that may be contacted for additional 
elp. In contrast, pure technology-based contact options are 
ore likely to appeal to exchange customers. To increase the 
293 
sefulness of such options, firms should refrain from provid- 
ng any form of unsolicited human support. For example, a 
hatbot may refer to online resources such as explainer videos 
r Q&As rather than to additional human help. Summarizing, 
t seems important that managers closely evaluate the ramifi- 
ations of offering different contact options. 

imitations and future research 

Our studies also have limitations that call for future re- 
earch. First, we focused on professional service domains only 

i.e., investment advice, insurance advice, student counseling). 
lthough professional service providers deal with emotions, 

heir services tend to be utilitarian in nature, that is, driven by 

unctional goals rather than hedonic, sensory experiences. As 
ustomers may respond differently to advice in utilitarian and 

edonic domains ( Longoni and Cian 2022 ), future research 

ay want to examine if service relationships exert a similar 
nfluence when algorithmic advice concerns a decision related 

o sensory experiences. For example, it may be interesting to 

nvestigate the impact of service relationships when customers 
eceive algorithmic advice on finding the right clothes, make- 
p, or hairstyle. 

Second, in the first four studies, we used descriptions and 

ebsite mock-ups to manipulate different advice conditions. 
t is possible that the quality of these materials may have 
mpaired the effectiveness of our manipulations. That is, par- 
icipants may have considered the design artificial compared 

o real websites. In a similar vein, companies may inform 

heir customers about the launch of algorithmic advice in ad- 
ance. In this case, customers may feel more familiar with 

lgorithmic advice than the customers in our studies. 
Third, our results are limited to the current timeframe 

hen algorithmic advice is just beginning. Future research 

eeds to reconsider the effects when algorithmic advice is 
ore widely used and becomes commonplace. Specifically, 

t would be interesting to investigate how service relation- 
hips develop when algorithmic advice is the standard type 
f advice. Based on our findings, one may speculate that al- 
orithmic advice will make it more difficult for firms to build 

ommunal relationships with their customers. 
Finally, future studies may investigate if algorithmic ad- 

ice systems can provide social support. In this research, 
e have argued that customers using algorithmic advice 
ay feel that they do not receive sufficient social support. 
his argument is in line with studies showing that people 
o not ascribe emotion-related abilities to machines (e.g., 
astelo et al. 2019 ; Haslam et al. 2008 ). However, a recent 
aper by Gelbrich, Hagel, and Orsingher (2021) has argued 

hat digital assistants such as fitness apps can trigger percep- 
ions of social support in similar ways as humans do. Future 
esearch may therefore investigate differences in perception of 
uman social support and machine imitations of such social 
upport more closely. 

While a number of issues remain to be explored, this re- 
earch extends the literature in two important ways. First, it 
hows that service firms that offer algorithmic advice need to 
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onsider the nature of existing service relationships. Second, 
t also shows what service firms can do to avoid relationship 

amages when introducing such systems, especially when 

heir customers share a communal relationship with them. 

Appendix Constructs and measurement items by study 

onstruct Wording of Measurement Items 

ype of relationship 
adapted from Clark and 
ragón 2013 ) 

Communal relationship 
• [Service provider] and its employees treat m

needs. 
• When making a decision, I take the needs a

employees into account. 
• [Service provider] and its employees are esp
• [Service provider] and its employees are resp
• If [service provider] and its employees need 
• When I have a need that [service provider] a

Exchange relationship 
• When I select the services of [service provid
• [Service provider] and its employees should 

to them. 
• I would feel exploited if [service provider] a

favor. 
• I keep track of benefits I have given to [serv
• When I select the services of [service provid

ought to return the favor right away. 
• When I [do business with/invest time using 

employees, they pay me back adequately. 

ustomer loyalty 
adapted from 

omburg et al. 2011 ) 

• I consider [service provider] as my first choi
• I intend to stay loyal to [service provider]. 
• I intend to do more business with [service p
• I intend to additionally purchase other produ
• I recommend [service provider] to other peo
• I say positive things about [service provider]

witching intentions 
adapted from 

ansal and Taylor 1999 ) 

Rate the probability that you would go to anoth
if you are interested in [type of service]. 
• Unlikely…Likely 
• Improbable…Probable 
• No chance…Certain 

elationship quality 
adapted from 

ende et al. 2013 ) 

• I am satisfied with [service provider]. 
• I am content with [service provider]. 
• I am happy with [service provider]. 
• [Service provider] is trustworthy. 
• [Service provider] keeps its promises. 
• [Service provider] is truly concerned about m
• I enjoy being a [patient/customer/student] of
• I have positive feelings about [service provid
• I feel attached to [service provider]. 

atisfaction with social 
upport (adapted from 

oeglas et al. 1996 ) 

Do you expect [service provider] to demonstrate
you like when using this type of advice? 
• Being warm and affectionate to me. 
• Being friendly to me. 
• Sympathizing with me. 
• Showing understanding to me. 
• Lending me a friendly ear. 

sage intentions 
adapted from 

enkatesh et al. 2012 ) 

• I intend to use the thesis advice tool when I
• I will try to use the thesis advice tool as soo
• I plan to use the thesis advice tool when it i
294 
S1 S2 S3 S4 S5 S6 

 selfless manner and care about my 

lings of [service provider] and its 

y sensitive to my feelings. 
e to my needs and feelings. 
upport, I would help them. 
s employees ignore, I’m hurt. 

generally expect something in return. 
bligated to repay favors I have done 

 employees failed to repay me for a 

rovider] and its employees. 
service provider] and its employees 

rvices of] [service provider] and its 

X X X X X X 

r [type of service]. 

r] in the future. 
d services of [service provider]. 

ther people. 

X 

vice provider than [service provider] X 

lfare. 
ice provider]. 

X X X 

uch of the following behaviors as X X 

 my thesis. 
it is available. 
ilable. 

X 
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