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A B S T R A C T

A clinical sentiment is a judgment, thought or attitude promoted by an observation with respect to the health
of an individual. Sentiment analysis has drawn attention in the healthcare domain for secondary use of data
from clinical narratives, with a variety of applications including predicting the likelihood of emerging mental
illnesses or clinical outcomes. The current state of research has not yet been summarized. This study presents
results from a scoping review aiming at providing an overview of sentiment analysis of clinical narratives in
order to summarize existing research and identify open research gaps. The scoping review was carried out in
line with the PRISMA-ScR (Preferred Reporting Items for Systematic reviews and Meta-Analyses extension for
Scoping Reviews) guideline. Studies were identified by searching 4 electronic databases (e.g., PubMed, IEEE
Xplore) in addition to conducting backward and forward reference list checking of the included studies. We
extracted information on use cases, methods and tools applied, used datasets and performance of the sentiment
analysis approach. Of 1,200 citations retrieved, 29 unique studies were included in the review covering a period
of 8 years. Most studies apply general domain tools (e.g. TextBlob) and sentiment lexicons (e.g. SentiWordNet)
for realizing use cases such as prediction of clinical outcomes; others proposed new domain-specific sentiment
analysis approaches based on machine learning. Accuracy values between 71.5–88.2% are reported. Data used
for evaluation and test are often retrieved from MIMIC databases or i2b2 challenges. Latest developments
related to artificial neural networks are not yet fully considered in this domain. We conclude that future
research should focus on developing a gold standard sentiment lexicon, adapted to the specific characteristics
of clinical narratives. Efforts have to be made to either augment existing or create new high-quality labeled
data sets of clinical narratives. Last, the suitability of state-of-the-art machine learning methods for natural
language processing and in particular transformer-based models should be investigated for their application
for sentiment analysis of clinical narratives.
1. Introduction

Sentiment analysis studies opinions, sentiments, evaluations, atti-
tudes and emotions as expressed in natural language text [1]. Research
in this field became popular accompanied by the rise of social media
in 2004 [2] with use cases such as spam detection in social media [3],
sentiment analysis in political debates [4], or analysis of customer
reviews [5]. Later on, applications in the medical domain were iden-
tified related to determining suicide ideation in social media [6] or
recently, understanding sentiments expressed in social media related
to pandemics [7].

Even though most research in the field of medical sentiment analy-
sis considered social media data, interesting secondary use cases are
emerging when analyzing sentiment expressed in clinical narratives.
Clinical narratives are written documentations of patient encounters
that describe the patient’s history, symptoms, examination findings,
diagnoses, treatment plans, and other relevant information. They also
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reflect perceptions of healthcare professionals on the patient’s health
status. They are used in the medical field to communicate important
information about a patient’s care and to document the treatment
progress. Clinical narratives can be written by a variety of healthcare
professionals, including doctors, nurses, and other clinicians, and they
are typically included in a patient’s medical record. Several types
of documents exist that are generated at the various stages of the
patient journey (e.g. patient’s medical history, finding report, progress
notes, nursing notes, discharge summaries). Clinical narratives are
characterized by a specific use of language, including clinical terms
or domain-specific abbreviations. The use of negations is prevalent,
reflecting the process of clinical diagnosing, starting from a hypothesis
and making examinations to confirm or reject hypotheses. Explicitly
rejected hypotheses or negative findings are also documented in clinical
narratives.

The focus of this paper is on sentiment analysis of clinical narratives.
We aim at summarizing research in this field published in the last
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8 years to identify open research gaps to be addressed in the future. A
first overview and vision paper on medical sentiment analysis focusing
on clinical narratives was published in 2015 [8]. After systematically
comparing word usage and sentiment distribution between clinical
narratives (nurse letters, discharge summary, and radiology reports)
and medical social media (medical-related blogs, drug reviews), De-
necke and Deng concluded that off-the-shelf sentiment analysis tools
are not ideal for analyzing sentiment in clinical documents [8]. It was
demonstrated that it is more complex to predict sentiment from clinical
narratives than from social media data. This is because words can
have different meanings based on the patient’s medical history, and
meanings of terms used in a clinical context can differ from meanings
in general domains. Relating to this initial overview on medical sen-
timent analysis and considering the advances in the field of artificial
intelligence during the last years, we are now interested in recent
developments in this field.

Sentiment and opinion has been defined since the beginning of
research in this field [9] as a quadruple comprising a sentiment target,
a sentiment of the opinion about the target, an opinion holder and a
time when the opinion was expressed. The sentiment target is the entity
on which a sentiment has been expressed upon [9]. Medical sentiment
can be expressed towards a diverse set of sentiment targets including
anatomical structures, health status, symptoms, disease-specific risk
factors or treatments. Concerning clinical narratives, the opinion holder
expressing the opinion and time are only accessible from the overall
document since it is normally written in passive voice.

A medical sentiment can be defined as an attitude, thought or judg-
ment promoted by an observation with respect to the health of some in-
dividual [9]. Rational sentiments originate from ‘‘rational reasoning, tan-
gible beliefs and utilitarian attitudes. They express no emotions’’. [9]
(e.g. the phrase ‘‘the tumor is malignant’’ implies a rational sentiment).
Emotional sentiments originate from ‘‘non-tangible and emotional re-
sponses to entities which go deep into people’s psychological state
of mind’’ [9]. Medical sentiment expresses judgments, vagueness, cer-
tainty etc. concerning a medical sentiment target (e.g. medical con-
dition and its appearances and (health) consequences for an individ-
ual) [8].

Several reviews summarize use cases of sentiment analysis related to
health and medicine when analyzing social media data: Babu et al. re-
viewed research on sentiment analysis from social media for depression
detection [10]. Gohil et al. reviewed sentiment analysis from healthcare
tweets [11]. Zunic studied approaches to sentiment analysis in health
and well-being [12]. To the best of our knowledge, there is no review
available summarizing research developments of sentiment analysis of
clinical narratives. Given the linguistic and content peculiarities of
clinical narratives and the resulting challenges, it is of relevance to
study use cases, methods and quality of sentiment analysis of clinical
narratives separately from social media.

More specifically, we are interested in answering the following
research question: What is the state of research regarding sentiment
analysis on clinical narratives? Associated to this, we will answer the
following questions;

• RQ1: What are practical applications and outcomes?
• RQ2: What are the major sources of data used?
• RQ3: Which methods and features have been used?
• RQ4: What is the state-of-the-art performance?
• RQ5: What are open challenges in this field?

2. Material and methods

2.1. Study design

We conducted a scoping review to answer our research questions.
The range of study designs currently used in the field of sentiment
2

analysis of clinical narratives makes equitable risk of bias assessment
Table 1
Inclusion criteria.

I1 The study describes information extraction of input texts
related to the healthcare sector.

I2 The input text’s sentiment is analyzed automatically using
natural language processing.

I3 The input text represents clinical narratives (e.g., nursing
letter, discharge letter, reports).

I4 The input text is created by medical professionals
(physicians, nurses, etc.).

difficult; therefore, we decided for a scoping review instead of a sys-
tematic literature review. Scoping reviews are generally accepted as
appropriate when diversity of study designs is expected [13].

The research methodology used in this scoping review adheres
to specifications of the JBI Manual for Evidence Synthesis [14]. The
PRISMA-ScR (Preferred Reporting Items for Systematic reviews and
Meta-Analyses extension for Scoping Reviews) guideline [15] was fol-
lowed to carry out a transparent review. It is available in Appendix A.
An internal review protocol was created and utilized to guide the
research process, but not uploaded online.

2.2. Search strategy

First, we searched three databases for upcoming reviews that have
been registered (Prospero, OSF and figshare) using the term ‘‘Sentiment
analysis’’ to determine if a scoping or systematic review is currently
conducted or planned. No relevant search results were found. Second,
we iteratively formed the search string for this scoping review. Several
variants of the search terms were used to optimize the number of search
results, keeping the amount of results manageable while ensuring all
relevant articles to be included. Starting with a first search term,
which resulted out of a brainstorming process, the first query yielded
more than 13,000 search results. Hence, we reduced the number of
disjunctions and added one conjunction as well as an additional exclu-
sion criterion. The final search string was: (‘‘Sentiment classification’’
OR ‘‘sentiment analysis’’) AND (notes OR narrative OR document OR
text OR report OR ehr OR ‘‘electronic health record’’) AND (medical
OR clinical OR hospital OR healthcare) NOT Twitter NOT ‘‘Social
Media’’. It reflects our interest in research on sentiment analysis of
clinical narratives, explicitly excluding work related to social media.
The following electronic databases were searched in the current review:
PubMed, IEEE Xplore, ACM Digital Library and Web of Science. The
search strings used for searching each electronic database are detailed
in Appendix B.

2.3. Eligibility criteria

Moreover, we defined four inclusion criteria and five exclusion
criteria to ensure the eligibility of potential sources of evidence, see
Tables 1 and 2. We intentionally focused on the period of January
2015 to October 2022 to cover the period since the publication of the
first overview paper on this topic published in 2015 by Denecke and
Deng [8]. Since that paper gave an overview on sentiment analysis
research in the medical domain before 2015, we were interested in the
developments happening since then. Criterion E5 was used to ensure
a certain quality of the papers, assuming that a publication with a
minimum number of pages provides enough details to comprehend the
addressed problem. Posters, study protocols or complete conference
proceedings and reviews were excluded. In this review, KD and DR
independently screened the titles and abstracts of all retrieved studies
and decided for eligibility. Any disagreements were discussed between

the reviewers.
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Table 2
Exclusion criteria.

E1 The study was published before 1.1.2015.
E2 The study describes a literature review of any type.
E3 The study is not freely accessible to the authors.
E4 The study’s language is not English or German.
E5 The study is shorter than five pages.

2.4. Data extraction and synthesis

To extract relevant data from the retrieved literature, we defined
the following data items in addition to typical bibliographic properties
such as the year of publication:

• Data used: Dataset, size, type of documents (progress notes, radi-
ology report, discharge summaries),

• Methods and features used (Rule-based/Machine Learning/
Hybrid),

• Tools and lexical resources used (e.g. sentiment lexicons, senti-
ment analysis tools),

• Use case related information: Objective of sentiment analysis,
outcomes, key findings, open challenges mentioned.

The data extraction form is available in Appendix C. For certain
spects, categorical options were defined in order to facilitate the
nterpretation of the results. Data extraction was done independently by
he two authors, except for six papers that were reviewed in duplicate.
ata was extracted by both authors using the data extraction sheet.

The extracted data were summarized quantitatively where appro-
riate and qualitatively. Finally, we derived trends and research gaps
n sentiment analysis of clinical narratives from the results.

. Results

.1. Search results

The final search was conducted on October 28, 2022. We queried
he databases PubMed, IEEE Xplore, ACM Digital library and Web of
cience, using the optimized search string. The search yielded a total
f 1200 search results. They were imported into the tool Rayyan (https:
/www.rayyan.ai), which was used for the subsequent source selection
rocess.

Upon completion of the import, 163 possible duplicates were auto-
atically identified, hence 79 duplicates were removed after manual

heck. Next, a pilot test of the in- and exclusion criteria was conducted
y the two authors, assessing the same 22 search results separately and
linded. This resulted in 18 concordant decisions and four conflicts,
hich were resolved by discussing each result and the applicable in- or
xclusion criterion, eventually reaching accordance.

As a next step, 182 studies published before 2015 were excluded
efore starting the main source selection process which comprised
39 studies being marked as ‘‘included’’, ‘‘excluded’’ or ‘‘maybe’’ by
ach of the two reviewers, based on title and abstract. The resulting
our conflicts and eight studies being marked as ‘‘maybe’’ were again
esolved by discussion and reconsideration of the eligibility criteria.
he source selection process resulted in 41 studies eligible for full-
ext review. These 41 results were exported from the review software
nd imported into the literature management tool Zotero. 40 of 41
ull texts could be accessed. One study was not accessible and was
herefore excluded. Four additional duplicates were removed manually
fter acquiring the full texts. Ten reports were dropped due to fulfilling
xclusion criteria. Three additional reports were added based on biblio-
raphic forward/backward search. Finally, a total of 29 full texts were
3

sed for data extraction, see Fig. 1.
3.2. Characteristics of included studies

Overall, between two and four papers were published each year
since 2015. Interestingly, seven papers (24%) were published in 2021
forming a slight peak in the amount of publications published during
these eight years. Most of the included studies were experimental,
i.e. the sentiment analysis approach was not yet applied in daily use.
One study reported on a text analysis where sentiment analysis was
applied to understand and interpret manually the content of the texts.
Nine studies were retrospective studies, one descriptive study was
found, two studies dealt with the generation of a sentiment analysis
corpus [16] and three studies reported on a comparison of sentiment
analysis tools or methods.

3.3. Practical applications of sentiment analysis and outcomes (RQ1)

Overall, we can distinguish studies that propose a (new) sentiment
analysis approach or generate a sentiment lexicon from those that
apply sentiment analysis to clinical narratives and used the results for
subsequent tasks like risk prediction or text analysis.

In the retrieved papers, a variety of secondary use cases were
considered for medical sentiment analysis. Most research exploited
sentiment analysis for predicting the in-hospital or 28-day-mortality
risk [17–25]. Additional risk prediction use cases concerned prediction
of venous thromboembolism [26,27], suicide risk assessment [28–30],
or readmission risk prediction [20,31]. Other researchers used senti-
ment analysis to identify risk factors for specific diseases, comprising
loneliness in patients [32] and analysis of sentimental risk factors [33]
as well as identifying alterations in patient’s attitudes and feelings [34].
We found a correlation analysis between healthcare provider sentiment
and use of diagnostic imaging utilization [35], an application for
analyzing treatment quality [36,37] and the use of sentiment analysis
to identify bias in the clinical writings of physicians and nurses [38].

Even though a concrete use case in mind, some papers rather
presented text analysis results such as coverage of sentiment lexicons
when applied to the data relevant for the use case [28] or a corpus
analysis [32,34].

None of the papers reported on results from a clinical trial where a
concrete benefit for a group of patients could be achieved through the
application of sentiment analysis. First indications that sentiment anal-
ysis can help to increase the prediction quality for mortality or read-
mission risk were reported [17–22]. Interesting conclusions were drawn
related to the content of nursing notes: Sentiment scores measured in
nursing notes are statistically significant predictors for mortality [23]
and sepsis [17]. One study compared different state-of-the-art tools for
sentiment analysis when applied to clinical narratives and confirmed
that these tools fail in correctly identifying clinical sentiment [39]. This
is due to a difference in word usage and differing meaning depending
on the context [8].

3.4. Lexical and textual resources used (RQ2)

The datasets that have been used for medical sentiment analysis
(see Table 3) include data that have been aggregated for scientific
challenges (MIMIC databases, i2B2 challenges). Some research used
data collected from the electronic health records of the involved hos-
pitals. For this reason, for six (20.7%) papers, the used datasets are
unavailable, for 16/29 (55.2%) they are available and for seven papers
(24.1%) we were unable to judge the availability of the dataset.

69% of the studies (20/29) used clinical notes or nursing notes;
24% (7/29) developed an approach analyzing discharge summaries,
one paper used radiology reports and for one paper it was not specified
which clinical text type was used. The average size of the datasets
is difficult to compare since the reported granularities differ (number

of cases, number of sentences, number of documents). The smallest

https://www.rayyan.ai
https://www.rayyan.ai
https://www.rayyan.ai


Journal of Biomedical Informatics 140 (2023) 104336K. Denecke and D. Reichenpfader
Fig. 1. PRISMA 2020 flow diagram of the source selection process.
datasets consisted of 100 documents; the largest dataset comprised
1,237,977 notes.

Annotations regarding sentiment as ground truth were only created
by six papers. The annotations were made by health professionals
(5150 sentences [39], 1400 documents [40], 150 documents [26], 25
documents [16]), the researchers themselves (6000 sentences [41]) or
Ph.D students in linguistics (1212 documents [37]). All other studies
included in the review were directly applying sentiment lexicons or
sentiment analysis tools without constructing a ground truth for quality
assessment of the sentiment analysis.

3.5. Applied sentiment lexicons and tools (RQ3)

A variety of sentiment lexicons and analysis tools have been used
in the 29 papers, see Table 4. Three papers did not use a lexicon or
did not report on it. The applied lexicons are well-known for sentiment
analysis and include for example AFINN, SentiWordNet, EmoLex, or the
subjectivity lexicon. Two papers reported on the development of their
own sentiment lexicons. Some of the lexicons were integrated in a senti-
ment analysis tool, for example LIWC or VADER. The Python libraries
TextBlob and Pattern were the most frequently used or tested tools.
Neither the sentiment lexicons nor the sentiment analysis tools that
have been applied were domain-specific, i.e. not specifically developed
for the analysis of clinical narratives.

3.6. Features and methods used (RQ3)

We grouped the approaches used for realizing sentiment analysis
into four categories: lexicon-based (n = 15) and machine learning-based
4

(n = 2) approaches, papers combining both methodologies (n = 8)
and comparison of different lexicons, tools or algorithms (n = 3). One
paper did not report on sentiment analysis methods, as its intention
was to rather create a corpus [16]. See Table 5 for an overview of
approaches and corresponding papers. Several machine learning-based
approaches were used, including Support Vector Machines (SVM) [41],
Convolutional Neural Network (CNN) [40], Logistic Regression [29], or
Random Forest classification [22,29]. Beyond, embedding algorithms
and calculation of cosine similarity [38] were applied. Furthermore, we
identified a newly developed approach named Extreme Learning Ma-
chine Autoencoder, combining unsupervised deep learning, statistical
methods and clustering [36,37] or a machine learning algorithm called
Absolute shrinkage and selection operator (LASSO) [30]. One source of
evidence created a trained lexicon based on labeled data [42], another
utilized word embeddings [43].

Depending on the chosen approach, different features were used to
conduct the sentiment analysis: While lexicon-based approaches rely on
provided features by the chosen lexicon or tool (e.g. binary or ternary
sentiment, polarity, subjectivity), machine-learning approaches utilize
word- and/or document embeddings to train a sentiment classifier.
Most of the approaches used scores instead of frequency of polarity
categories as features (see Table 6).

3.7. Performance of sentiment analysis (RQ4)

The included studies reported either on the quality of sentiment
analysis or on the quality of the underlying use case (e.g. mortality
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Table 3
Data sets used in the included research papers.

Name of dataset Brief description Used in

MIMIC-II The MIMIC Corpus (Medical Information Mart for Intensive Care) comprises data
from hospital admissions requiring ICU care at the Beth Israel Deaconess Medical
Center in Boston. MIMIC-II contains data collected between 2001 and 2008 from a
variety of intensive care units (medical, surgical, coronary care, and neonatal).

[8,16,41–43]

MIMIC-III The MIMIC III database comprises additional MIMIC II data and additional data until
2012, in total from more than 40,000 patients.

[17–19,22–25,
35]

i2B2 Heart failure dataset The dataset comprises 1304 de-identified longitudinal medical records describing 296
patients, selected to support research into the progression of coronary artery disease
(CAD) in diabetic patients.

[26,27,33]

i2B2 Obesity dataset The obesity challenge data consisted of 1237 discharge summaries. The data were
taken from the discharge summaries of patients who had been hospitalized since
December 1, 2004, for either obesity- or diabetes-related reasons.

[22,36–38]

Individually created dataset Datasets were retrieved from specific hospitals. [20,21,28–30,34,
39,40]

Not specified No information on the origin of the data used were provided. [31,32]
risk prediction). Only five papers (17.2%) studied the quality of the
applied sentiment analysis method [28,29,33,41,42]. Reported accu-
racy values ranged from 71.5–88.2%, precision from 50–72%, recall
from 4–60% and F1-measure from 50–65%. One paper studied the
efficacy in sentiment representation by calculating the cosine similarity
to the benchmark labeling [38]. 14 papers (48%) reported quality
assessment results from the use cases, which were basically prediction
use cases (e.g. in-hospital mortality). For these use cases, AUC values
were reported [18,19,22,23,25,26,30,31] with values between 0.604–
0.899 or AUC difference values [21]. Accuracy of risk prediction was
reported with values between 64% and 93% [18,27,36,40]. None of
these use case papers assessed the impact of the sentiment analysis
quality to the quality of the downstream task.

3.8. Open challenges

We identified the following open challenges that were reported
in the analyzed papers: Three papers pointed out that sentiment was
only analyzed at patient level. Analyzing and comparing sentiment
at the level of clinical narrative authors could yield additional in-
sights [17,22,23]. Moreover, several studies pointed out the lack of
missing medical sentiment lexicons: They are not domain specific [35],
corpora are not representative [28] and there is no gold standard
corpus of medical notes [20]. Existing lexicons are not suitable for
suicide assessment [28] and clinical terms are missing in general-
purpose lexicons like Pattern [39]. Another open challenge proves to
be the source of available data sets; these are usually derived from
one single healthcare institution or an association of multiple clin-
ics [17,23,25]. The specific challenges of analyzing clinical narratives is
also pointed out in several papers: when considering sentiment related
to specific risk factors (e.g. mood of the patient), clinical narratives
can contain less neutral content, leading to biased classifiers towards
positive or negative polarity [39] and show discordant or opposite
sense of polarity [24,26,33].

4. Discussion

4.1. Principal findings

We conducted this scoping review to revisit the current state-of-
research regarding the application of sentiment analysis to clinical
narratives. Specifically, we defined five research questions, encom-
passing data sources, practical applications, methods and features,
performance and challenges of sentiment analysis. The review iden-
tified a total of 29 relevant studies, published in a period of eight
years, which were used to support the findings that are summarized in
the following. Sentiment analysis of clinical narratives since 2015 has
5

focused on the application area of clinical outcome prediction, while
most sources of evidence focused on risk prediction, in particular in-
hospital or 28-day-mortality risk. Moreover, sentiment scores of nursing
notes prove to be statistically significant predictors for mortality and
sepsis.

The clinical text type that has been most frequently analyzed and
used for medical sentiment analysis are clinical notes or nursing notes,
respectively. Such notes bear valuable information on the health sta-
tus of a patient. They include descriptions of the patient’s physical
condition, including vital signs, symptoms, and any treatments or
interventions that have been administered. In addition, nursing notes
may also include observations about the patient’s behavior, mood or
on the psychological status [39], and overall functioning, as well as
recommendations for further care or treatment. This might be a reason
why they are a more popular source for sentiment analysis compared to
other clinical text types such as discharge summaries. Beyond, clinical
notes are generated continuously during the course of a treatment
and rather reflect the progress of health status. The existing datasets
MIMIC or i2B2 that aggregate clinical narratives have been most fre-
quently used for evaluating sentiment analysis-based approaches. It is
worth mentioning that these datasets are not shared with annotated
sentiment information (except for the i2b2 suicide dataset). Only one
of the included studies released an annotated dataset derived from
MIMIC-II [16].

Lexicon-based approaches were applied more often than machine
learning-based or mixed approaches. A reason might be the unavail-
ability of annotated data sources. We identified 20 sentiment lexicons
and tools that were mentioned in one or more sources of evidence: Only
general-purpose lexicons and tools not adapted to the medical domain
were applied, of which SentiWordNet was used the most, followed
by the Python modules TextBlob and Pattern as well as the AFINN
and Liu’s and Hu’s Opinion sentiment lexicons. Older, but well-known
lexicons, like the Harvard General Inquirer [62] or ANEW [63] as well
as existing domain-specific sentiment lexicons (e.g., SentiHealth [64])
have not been used. Support vector machines, logistic regression, ran-
dom forest classification or convolutional neural networks were applied
as machine learning techniques.

Accuracy of the sentiment classification ranged from 71.5–88.2%
and a F1-measure between 50–65%. While comparable to the average
accuracy reported by Zunic et al. for sentiment analysis of medical so-
cial media data [12], this is well below accuracy achieved for sentiment
analysis for movie reviews, which is typically larger than 90% [65].

4.2. Progress in medical sentiment analysis

Below, we will present the progress in sentiment analysis of clinical
narratives in comparison to the results presented by Denecke and



Journal of Biomedical Informatics 140 (2023) 104336K. Denecke and D. Reichenpfader
Table 4
Sentiment lexicons and tools used in the included research papers.

Lexicon or tool Description Used in

AFINN The AFINN lexicon is a lexicon of terms manually rated for emotional valence,
derived from twitter postings [44].

[19,24,28,32,34]

SentiWordNet This lexicon is the result of automatically annotating all WordNet synsets (groupings
of synonymous words that express the same concept) according to their degrees of
positivity, negativity, and neutrality [45]. WordNet is an English lexical database,
containing meaningfully connected words and concepts [46].

[8,26–28,33,35–
38,42]

Subjectivity Lexicon This lexicon uses a phrase-level sentiment analysis approach, facilitating the
identification of the contextual polarity of sentiment expressions. It is maintained as
part of the Multi-Perspective Question Answering (MPQA) project [47].

[8]

NRC Word-Emotion
Association Lexicon
(EmoLex)

A list of manually annotated English words and their associations with eight basic
emotions and two sentiments (negative and positive) [48].

[22,24,28,34]

Opinion Lexicon by Liu and
Hu

A list of 6782 English words, annotated as having either a positive or negative
sentiment [49].

[22,24,28,34,43]

Semantic Orientation
Dictionaries V1.11a [50]

Lists with words and their semantic orientation on a scale (available in English and
Spanish)

[34]

Negation detection from
Vilares et al. [51]

Vilares et al. developed a negation detection algorithm for Spanish based on a list of
negation terms (non, nunca, sin) and interpretation rules.

[34]

Generation of a new lexicon Deng et al. developed a corpus and annotation scheme for clinical sentiment based
on nurse letters. Holderness et al. created a sentiment lexicon adapted to psychiatric
EHR.

[16,39]

No lexicon specified or used In these papers no lexicon was mentioned or used. [40,41,43]

Sentimentr A dictionary-based sentiment analysis package for the software environment R that
considers valence shifters (negators, amplifiers, de-amplifiers and adversative
conjunctions) [52].

[24,31]

CoreNLP CoreNLP is a Java-based set of tools to derive linguistic annotations for text,
including sentiment. It is available for eight languages [53].

[24]

pattern Pattern is a web mining module for Python that provides NLP-functionalities,
including sentiment analysis [54].

[20–22,24,28]

VADER The Valence Aware Dictionary and Sentiment Reasoner is a lexicon and rule-based
sentiment analysis tool attuned to sentiment in microblog-like contexts [55].

[21]

TextBlob TextBlob is a Python library for natural language processing, based on NLTK and
pattern, including a sentiment analysis feature [56]

[17–19,22,23,
25]

ABSApp ABSApp provides weakly-supervised aspect-based sentiment extraction, without
requiring labeled training data [57].

[29]

SEANCE The Sentiment Analysis and Cognition Engine is a tool written in Python for text
processing, using predefined word vectors from several source databases (including
EmoLex and VADER, a.o.). It provides functionalities to analyze text regarding
sentiment, cognition and social order [58].

[30]

LIWC The Linguistic Inquiry and Word Count system is a commercial text analysis program
for investigating different dimensions of texts [59].

[28]

SentiStrength It is an algorithm to extract sentiment from informal texts, optimized for short social
media texts [60].

[22]

Opinion Finder 2.0 It is a Java-based tool to process documents and identify subjective sentences and
sentiment expressions, originally released in 2005. It is maintained as part of the
MPQA project [61].

[22]

ahttps://github.com/sfu-discourse-lab/SO-CAL/tree/master/Resources/dictionaries.
Table 5
Chosen approaches to sentiment analysis.

Approach Description Used in

Lexicon-based Using a sentiment lexicon or tool mentioned in Table 4 [8,17–21,23,25–27,31–35]
Machine learning-based Labeled data is used to train a machine learning model to classify documents [40,41]
Mixed approach Combine lexicon- and machine learning-based methods [22,29,30,36–38,42,43]
Method comparison Compare several methods [24,28,39]
Deng in 2015 [8]. Four tasks of medical sentiment analysis can be
distinguished: polarity analysis, subjectivity analysis, emotion analysis
and intensity analysis [8]. None of the studies included in this review
reported on an approach to emotion analysis. However, the emotion
lexicon EmoLex was used in some studies to identify features related
to emotions. A reason for missing emotion analysis approaches might
6

be the rather rational way in which clinical narratives are written.
However, it could be studied whether nursing notes report on patient’s
emotions, which could be extracted as features for subsequent tasks.

In terms of methods applied or developed for conducting the sen-
timent analysis, we recognize that a majority of studies relied upon
rule-based systems. Only two papers considered more recent develop-
ments around artificial neural networks and applied extreme learning

machine autoencoder [36] and convolutional neural networks [40].

https://github.com/sfu-discourse-lab/SO-CAL/tree/master/Resources/dictionaries
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Table 6
Features used in the included research papers.
Features Used in

Binary sentiment (positive, negative) [18,19,28,30,34,41,43]
Ternary sentiment (positive, negative, neutral) [16,21,39]
Score (reflecting polarity, intensity or subjectivity) [17,19–27,29,31–38,40–42]
Word- and/or document-embeddings [36–40,43]
Word count [8,22,32]
n-grams [22,41]
Specific features provided by lexicon or tool (ABSApp, SEANCE, VADER, EmoLex) [21,22,29,30]
While in 2015, standard methods were Naïve Bayes and Support vector
machines, these techniques are still applied; in the included studies
sentiment analysis was also realized with logistic regression. Deep
learning algorithms are rising techniques in sentiment analysis in other
domains [66]. Especially, Recurrent Neural Networks and LSTM are
increasing in popularity for these tasks. This trend could not be recog-
nized for the medical domain. A reason for the limited application of
machine learning and even deep learning approaches for realizing sen-
timent analysis of clinical narratives might be the limited availability
of annotated data. Neural network-based approaches are data-intensive,
requiring large amounts of data for training. This can be considered a
potential research gap to be addressed in the future.

First approaches started using semantic features and use medical
ontologies within sentiment analysis [31,42]. This is a recent trend,
suggested by Denecke and Deng [8] and should be followed-up since it
seems to improve the quality of sentiment analysis. Features used for
sentiment analysis did not change much since the paper in 2015. Word
or document embeddings are upcoming representations for sentiment
analysis of clinical narratives.

Sentiment lexicons that existed already in 2015 are still used. Some
of these lexicons are continuously updated, however, none of them
is domain-specific. There exist first domain-specific lexicons which
remained unused in the reviewed studies. SentiHealth [67] was de-
veloped using the scores from SentiWordNet and a domain-specific
strategy for assigning scores to the terms in the lexicon. More specifi-
cally, bootstrapping was applied to acquire a set of opinion words from
manually compiled seed lists of medical terms. It comprises 1520 words
(40% positive, 45% negative and 15% neutral). WordNet for Medical
Events (WME) is a resource comprising medical concepts together
with their linguistic and semantic features [68,69]. The conventional
WordNet and an English medical dictionary were used as a basis. Future
research should try to exploit these domain-specific lexicons.

The Python library TextBlob and Pattern seem to be popular tools in
this domain. However, they are neither domain-specific nor based on
domain-specific resources. The papers also resisted on analyzing the
quality of such tools, even though it was already reported that off-
the-shelf tools fail in analyzing the medical sentiment correctly. Since
the quality of feature collection methods impacts on the performance
of the subsequent higher-level tasks (such as risk prediction) it is
recommended to ensure a high quality of sentiment analysis methods
when applied for extracting features.

Denecke and Deng envisioned application areas for sentiment anal-
ysis of clinical narratives that were addressed in recent years. The
use case of health status aggregation was implemented for the psy-
chological sentiment by Holderness et al. [39]. They considered the
sentiment related to different psychological risk factors, i.e. a pa-
tient’s prognosis with regard to seven readmission risk factor domains
(appearance, mood, interpersonal relations, substance use, thought
content, thought process and occupation). This application area was
enriched with additional use cases related to risk prediction of occur-
rence of specific symptoms or clinical events (e.g. loneliness, suicide,
venous thromboembolism).

Outcome research is the most prevalent use case in the reviewed
papers (mortality risk, readmission risk analysis). Interestingly, other
application areas came up related to quality assessment (e.g. bias
7

of nurses and physicians, or use of imaging facilities depending on
sentiment in clinical notes).

In summary, the research challenges identified in 2015 by Denecke
and Deng [8]:

1. modeling of implicit clinical context and determining implicit
sentiment,

2. building upon a domain-specific sentiment lexicon,
3. determining sentiment depending on the context,
4. modeling different aspects of the patient’s status,

were only partially addressed by researchers during the last eight
years. The suggested idea of building a domain-specific sentiment
resource using the UMLS [8] was taken up by two groups. Only two
studies recognized the importance of use case-specific definitions of
medical sentiment [16,39]. This demonstrates that there are still open
research gaps regarding clinical sentiment analysis resulting from this
comparison that are summarized in the next section.

4.3. Implications for research in sentiment analysis of clinical narratives

Towards domain-specific resources and datasets. There are sev-
eral options to address the problem of unavailability of annotated
datasets for medical sentiment analysis. One option is to manually an-
notate a dataset using human annotators, i.e. domain experts will have
to label a set of clinical narratives regarding sentiment or emotions.
This is time-consuming and resource-intensive, but it can yield high-
quality annotated data. For human annotation, it is crucial to clearly
define the clinical sentiment under consideration, since the definition
might differ depending on the medical condition considered.

Another option is to use transfer learning, which involves training
a model on a large, general-purpose dataset and then fine-tuning it on
a smaller, domain-specific dataset. Creating an annotated dataset with
transfer learning can help reduce the amount of (manually) annotated
data needed for training. Weak supervision techniques allow using large
amounts of unannotated or partially annotated data to train a machine
learning model. For example, a rule-based classifier could automatically
label a large dataset, which could then be used to train a machine
learning model. We have seen that there are some annotated datasets
available for medical sentiment analysis, such as those derived from
the i2b2 or MIMIC datasets. While these datasets may not be ideal
for every research problem, they can offer a useful starting point. As
exemplified, they could be used to label automatically another dataset
using a trained machine learning model. Research started to study
the bias of MIMIC data [70] which resulted already in bias towards
ethnicity and gender. Bias analysis regarding the sentiment expressed
in clinical narratives could be another upcoming research field.

A community effort could also help to create and sharing a large,
anonymized dataset which would support in benchmarking existing
methods and could help in exploring new approaches.

Towards high-quality sentiment analysis. There are several op-
tions to address the domain-specific challenges. First, research has to
be conducted to find technical solutions to the linguistic challenges
to ensure a correct interpretation of detected sentiments (e.g. analysis
of coordinated structures, negation processing). These challenges were
merely neglected in the research of the last years. Domain-specific
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dictionaries and lexicons could support in adapting machine learning
models and in understanding medical terminology and jargon. Fur-
thermore, incorporating domain knowledge into a machine learning
model could help in better understanding the context and meaning of
medical text. First attempts into this direction were made and would
have to be continued. An option would be designing custom features or
using domain-specific embeddings. Research on aspect-based medical
sentiment analysis is still rare. Aspect-based analysis would allow for
a more fine-grained analysis of expressed sentiments which might be
important for clinical use cases.

Attention mechanism (self attention [71]), transformer-based mod-
els and gated multiplication (Gated CNN [72]) are widely used to
realize sentiment analysis in the general domain. However, those newly
emerged methods have not yet been tested with clinical narratives.
Further, representation learning should be evaluated for sentiment
analysis of clinical narratives.

For the conscious use of off-the-shelf tools like TextBlob or Pattern,
their quality for sentiment analysis of clinical narratives has to be
assessed. A benchmark and a standard evaluation procedure could hold
together with an annotated dataset to test and compare the quality of
such tools.

Demonstrate benefit for patient care. As outlined before, med-
cal sentiment is not yet integrated in clinical practice. Besides their
ntegration into clinical decision support systems, its potentials within
oncrete clinical use cases have to be demonstrated [22,39]. Some work
as been done in the context of analyzing clinical notes or other clinical
arratives for predicting re-admission risk or outcomes. However, this
esearch is still in its beginnings and more convincing results have to
e provided.

The performance of medical sentiment analysis has to be demon-
trated on real word data sets, which is related to the generation of
iverse annotated datasets. There is a need for more research on cross-
ultural sentiment analysis. Medical sentiment analysis technologies
ust be trained on diverse patient datasets and must be rigorously

valuated for the various forms of bias [73].
Towards understandable and ethical sentiment analysis. Algo-

rithmovigilance refers to the monitoring and evaluation of algorithms
and artificial intelligence systems to ensure that their operation is cor-
rect and ethical [74]. This involves assessing the performance and bias
of the algorithm, as well as ensuring that it is being used responsibly
and in accordance with relevant regulations and guidelines. As soon
as machine learning models are more frequently applied for clinical
sentiment analysis, methods for making these models explicable or
interpretable have to be considered [75]. Simple models, such as rule-
based classifiers or linear models, are often more interpretable than
complex models such as deep neural networks. Feature importance
or feature relevance measures can help identify the most important
features for a given prediction, which in turn provides insights into
the aspects of a text that were most influential in determining the
sentiment. There are several tools and libraries available that can help
interpret the decisions made by complex machine learning models, such
as LIME (Local Interpretable Model-agnostic Explanations) and SHAP
(SHapley Additive exPlanations) [76]. Visualizations, such as attention
maps or decision trees, can make the decisions made by a model more
understandable.

4.4. Strengths and limitations of this work

This scoping review was conducted adhering to the JBI Manual for
Evidence Synthesis and the PRISMA-ScR guideline for scoping reviews.
Therefore, we assure the traceability and objectivity of the results
presented. Additionally, the source selection procedure was carried
out concurrently by the two authors and produced just twelve sources
that required additional explanation, demonstrating the clarity of the
previously established review procedures. However, we did not publish
8

our review protocol to any online database. Moreover, data charting
was not conducted in parallel, meaning that each selected source of
evidence was only examined by one reviewer. During result synthesis,
several sources of evidence were additionally examined by the second
reviewer, as charted data was not detailed enough for synthesis. Our
results show that sentiment of clinical narratives is often used as input
for regression algorithms to improve prediction of clinical outcomes. As
the focus of this review lies on sentiment analysis itself, we decided not
to analyze these different regression algorithms in depth. Some papers
did not describe explicitly the sentiment analysis approach — for these
papers we were unable to extract the corresponding characteristics,
which was clearly described in the result section.

5. Conclusion

With this scoping review, we present an overview of current re-
search on sentiment analysis applied to clinical narratives. Since 2015,
there still does not exist a gold standard lexicon for sentiment analysis
within the medical domain, and domain-specific adaptations of senti-
ment lexicons remain unused. While machine learning-based methods
could make such lexicons for the medical domain obsolete, we only
identified a limited number of sources of evidence that used such a
machine learning approach for sentiment analysis. This, in turn, could
be caused by the limited availability of labeled open-source data sets
of clinical narratives. Our research shows that sentiment analysis im-
proves predictions on clinical outcomes like mortality and readmission
risk.

We conclude that future research should focus on one of the follow-
ing three areas of action: First, focus should be put on developing a
gold standard sentiment lexicon, adapted to the specific characteristics
of clinical narratives (e.g. little neutral content, discordant polarity).
Second, in order to facilitate the application of machine learning-
based approaches for sentiment analysis, effort needs to be taken to
either augment existing or create new high-quality labeled data sets
of clinical narratives. Last, the suitability of state-of-the-art machine
learning methods for natural language processing and in particular
transformer-based models should be investigated for their application
for sentiment analysis.
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Table B.7
Query variations for each database searched.

Database Query string Results

PubMed (‘‘Sentiment classification’’ OR ‘‘sentiment analysis’’) AND (notes OR narrative OR document
OR text OR report OR ehr OR ‘‘electronic health record’’) AND (medical OR clinical OR
hospital OR healthcare) NOT Twitter NOT ‘‘Social Media’’

136

IEEE Xplore (‘‘All Metadata’’:sentiment classification OR ‘‘All Metadata’’:sentiment analysis) AND (‘‘All
Metadata’’:note* OR ‘‘All Metadata’’:narrative OR ‘‘All Metadata’’:document OR ‘‘All
Metadata’’:text OR ‘‘All Metadata’’:report OR ‘‘All Metadata’’:ehr OR ‘‘All Metadata’’:‘‘electronic
health record’’) NOT (‘‘All Metadata’’:review) NOT (‘‘All Metadata’’:social media) NOT (‘‘All
Metadata’’:twitter) AND (‘‘All Metadata’’:medical OR ‘‘All Metadata’’:clinical OR ‘‘All
Metadata’’:hospital OR ‘‘All Metadata’’:healthcare)

104

Web of science ((‘‘Sentiment classification’’ OR ‘‘sentiment analysis’’) AND (notes OR narrative OR document
OR text OR report OR ehr OR ‘‘electronic health record’’) AND (medical OR clinical OR
hospital OR healthcare)) NOT Twitter NOT ‘‘Social Media’’ (All Fields)

312

ACM digital library [[All: ‘‘sentiment classification’’] OR [All: ‘‘sentiment analysis’’]] AND [[All: notes] OR [All:
narrative] OR [All: document] OR [All: text] OR [All: report] OR [All: ehr] OR [All:
‘‘electronic health record’’]] AND [[All: medical] OR [All: clinical] OR [All: hospital] OR [All:
healthcare]] AND NOT [All: twitter] AND NOT [All: ‘‘social media’’]

648

Total 1200
Table C.8
Scoping review sentiment analysis: Aspects to be extracted.

Aspect Dimensions

Type of clinical narrative Nursing notes Radiology reports EHR entries Other
Origin of dataset Online dataset Clinical data Other
Dataset size
NLP methods used Heuristic/Lexicon/Rule-based Machine-learning based Classification Language Model

(e.g. BERT)
Other

Machine learning methods used Naive Bayes SVM CNN Multiple Other
Features used Language Model (e.g. BERT) Sentiment scores Parts of speech Multiple Other
Performance measures F1-Score Precision Recall Accuracy AUC Multiple Other
Study-design Method comparison Retrospective
Other NLP-tasks Information Extraction Named Entity Recognition Relationship Extraction Other
Used embeddings Word2Vec Doc2Vec Fasttext Custom Other
Clinical outcome Mortality Prediction Thrombosis etc. . . Other
SA tools used (e.g. TextBlob)
SA lexicon used (SentiWordNet)
Status (actual implementation,
test phase)

Conceptualized Tested Implemented Other

Reported challenges
Dataset available
Appendix D. Supplementary data

Supplementary material related to this article can be found online
at https://doi.org/10.1016/j.jbi.2023.104336.
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