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Abstract 

Conversational agents (CA) are increasingly applied to realize health applications that collect patient data, provide information or 
even deliver health interventions. We developed a taxonomy focusing on technical characteristics of health CA with the purpose 
of creating a reporting guideline towards health CA and of building technical-oriented archetypes. The taxonomy comprises 18 
dimensions which can be grouped into four perspectives. In this work, we wanted to find out whether the taxonomy is complete 
and can be applied appropriately by researcher to describe the technical characteristics of their health CA. Through a literature 
review, we identified 103 unique health CA for which publications have been published in 2021 and 2022. We contacted the 
corresponding or first authors of those papers asking for providing the information along our taxonomy for the CA described in 
their paper. For this purpose, our taxonomy was transformed into a questionnaire. To study applicability and understandability of 
the taxonomy, we also extracted the requested information from the papers using the taxonomy and compared the results to those 
of the participants. 95 E-Mails could be delivered. 26 persons out of 95 replied to our request resulting in a return rate of 27.3%.  
Results show that the majority of CA is simple in terms of CA personality; visualized as avatar or without embodiment. Systems 
are mainly rule-based, domain-specific and support one language. We recognized several differences between replies given by 
the participants and what has been extracted from the publications on the CA by us. We conclude that in order to apply the 
taxonomy as reporting guideline clear definitions must be given for the single characteristics. Some additional characteristics 
have to be added. 
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1. Introduction 

Conversational agents (CA) have existed for decades (1), however they became an increasing research topic in 
the last years: Interacting with a system in a human-like manner gained momentum. CA are dialog systems often 
integrating techniques from computer linguistics and allow interacting with users by means of natural language, 
speech or other modalities (2). Focusing on simulating the communication with a human, CA have many potential 
application areas. In healthcare, they have been used among other things for patient education (3), supporting 
behavior change (4) or to deliver cognitive behavior therapy (5). CA are considered to be useful for implementing 
(mobile) health applications because of their intuitive natural language interaction and their ability to deliver 
personalized and situation-dependent information and services (6). With respect to their technical implementation, 
we can roughly distinguish embodied CA from not-embodied CA and those with constrained user input from those 
with unconstrained user input. However, there are many other technical aspects leading to a highly diverse CA 
landscape. In this work, we focus on CA with applications in healthcare. We develop a technical-oriented taxonomy 
for health CA. The purpose of this work is to study its understandability. More specifically, we want to find out 
whether researcher can use the taxonomy to provide details on their health CA and whether it covers the relevant 
technical characteristics of current health CA. 

In related work, some researchers already developed CA taxonomies. We found taxonomies dealing with a 
specific area within the health CA research field. For example, Welivita et al. (7) introduced a taxonomy of 
empathic chatbot responses. There are also reviews of chatbots and descriptions of specific characteristics without 
any systematic consolidation of the findings in terms of a taxonomy or archetypes. For example, Vaidyam et al. (8) 
reviewed chatbots and their particularities in mental health. Car et al. (9) conducted a scoping review on the 
characteristics of general health CA. Each of these research works characterize CA along some dimensions and 
characteristics. Overall, characterizing the landscape of healthcare CA in terms of technical aspects is still missing.  
From technical perspective other issues are important. For example, when a CA includes emotion recognition or 
sentiment analysis to generate empathy this would require additional technical evaluations. For these reasons, we 
developed a technical-oriented taxonomy, aiming at defining a reporting guideline, and forming technical archetypes 
of healthcare CA which in turn can be used to specify set of evaluation metrics per technical archetype.  

Health-related CA are increasingly made accessible in app stores or studied in clinical trials. However, the 
aspects that are reported in literature on healthcare CA differs significantly. In particular concerning technical 
aspects, the descriptions lack relevant information. A recent paper studied how security and privacy is considered in 
healthcare CA (10). The authors found out that very limited information is presented on these aspects. In contrast to 
general domain CA, e.g., service hotlines, health CA have to address specific and often more complex requirements. 
Trust and reliability are essential since negative experiences with a system could negatively affect a patient’s future 
help-seeking behavior (11). Health CA often store and process health data of individuals; data, which in the standard 
healthcare setting is considered highly sensitive, requiring high standards of security and privacy. Furthermore, 
health agents might require long-term engagement and pursue a user-specified goal (e.g., behavior change) which 
requires building a bond of trust between agent and user. In addition, the agent must be accurate and comprehensible 
to avoid harming the user through inappropriate, inaccurate or poorly communicated information. The objective of 
this work is to assess whether the technical-oriented taxonomy of healthcare CA developed by us, is complete and 
whether it can be applied by developers to describe their CA from a technical perspective.  

2. Technical-oriented taxonomy of healthcare CA 

Inspired by existing work on health CA (e.g. (3, 10, 12–16)) and discussions among the authors, we came up with 
a technical-oriented taxonomy, comprising 18 unique technical dimensions (see Table 1). The taxonomy comprises 
four perspectives: agent appearance, setting, interaction and data processing. From a technical perspective these are 
the four main facets of a healthcare CA. Each perspective integrates several dimensions which in turn have specific 
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characteristics: Agent appearance (personality of CA, embodiment, application technology, intelligence framework, 
sentiment detection), setting (context, service duration, human involvement), interaction (input, output mode, 
service channel, device, language, integration mode) and data processing (Internet access, hosting, data exchange 
with 3rd party devices and services, data privacy). One possible application of that taxonomy is to apply it as 
reporting guideline for healthcare CA. This way it can be ensured that all technical information relevant for system 
quality and that might potentially impact on patient safety are reported. For this purpose, we want to assess whether 
our technical-oriented taxonomy is complete and is self-explanatory to be applied by others.  

     Table 1. Technical-oriented taxonomy of health CA 

Agent appearance Setting Interaction Data processing 
Personality of CA 
1) simple, 2) complex 

Context  
1) general purpose, 2) domain 
specific 

Input mode / output mode  
1) written, 2) spoken, 3) visual,  
4) hybrid, 4) haptic 

Internet access 
1) online, 2) offline 

Embodiment  
1) no, 2) avatar, 3) physical 

Service duration  
1) ad-hoc supporters,  
2) persistant companions,  
3) temporary advisors 

Service channel  
1) smartphone embedded 
software,  
2) social media, 3) website (web-
based), 5) smart speaker 

Hosting  
1) local, 2) outsourced, 3) both 

Application technology 
1) virtual reality, 2) augmented 
reality, 3) vocal, 4) normal 

Human involvement 
1) diad, 2) triad, 3) quadriad 
 

Device 
1) PC, 2) mobile device, 3) both, 
4) other 

Data exchange with 3rd party 
device or service 
1) access, 2) storing, 3) both,  
4) none 

Intelligence framework  
1) rule-based, 2) self-learning 

 Language  
1) single language, 2) multi 
language 

Data privacy 
1) privacy policy, 2) data 
encryption, 3) both, 4) nothing 

Sentiment/emotion detection 
1) yes, 2) no 

 Integration mode 
1) stand-alone, 2) part of a system 

 

 

3. Material and methods 

We first conducted a literature search to identify recent papers published in 2021 and 2022 in which implemented 
health CA are presented. We asked the first or corresponding authors of the resulting papers to apply our taxonomy. 
Second, based on our taxonomy, we extracted information from the papers found in the literature search from which 
we obtained responses. The results were analyzed in the context of a systematic literature review (SLR) to study: 1) 
the technical landscape of current health CA, and 2) study the applicability and completeness of our taxonomy.  

3.1. Identifying healthcare CA: Conducting the literature search and review 

To identify CA in healthcare, we used the SLR guidelines of Kitchenham et al. (17). We searched for relevant 
scientific papers on PubMed, ACM Digital Library, and IEEE Xplore. In contrast to searching for CA in app stores, 
a certain quality of the presented CA can be expected since these literature databases only list peer-reviewed 
publications. To identify appropriate literature, we defined the following search string: (application OR app OR 
approach OR implementation) AND (chatbot OR bot OR conversation OR conversational user interface) AND 
(health OR healthcare). For PubMed we did not use the keywords health and healthcare since PubMed only lists 
publications from this domain. We included publications that were a peer-reviewed conference paper or journal 
article of original work dealing with a concrete CA applied in healthcare. Being aware that researchers quickly move 
to another research topic once papers are published, we only invited the authors of papers published in 2021 and 
2022. We excluded papers not dealing with a concrete healthcare-related CA or only describing the design process, 
reviews or meta-analyses. The search was conducted on April 4 and 5, 2022, resulting in 80 papers from IEEE 
Xplore, 150 papers from ACM Digital Library and 215 papers from PubMed. After a first exclusion process, 138 
retrieved items were assessed for eligibility by examining title and abstract where each reviewer looked at half of the 



1292 Kerstin Denecke  et al. / Procedia Computer Science 219 (2023) 1289–1296
4 Author name / Procedia Computer Science 00 (2019) 000–000 

papers. In a second round, the full texts were carefully considered by the reviewers to confirm eligibility. 103 papers 
on unique CA were considered in our taxonomy application process.  

3.2. Questionnaire for applying the taxonomy 

We contacted the corresponding or first authors of those 103 papers, asking a questionnaire that reflects our 
taxonomy. Thus, they characterized their CA based on our taxonomy. We transformed our taxonomy into a 
questionnaire, i.e. the technical dimensions were formulated as questions (e.g. “How would you describe the 
personality of your CA?”) and answer options were the possible characteristics of this dimension. Correspondingly, 
the questionnaire comprised 18 questions, for each technical dimension of our taxonomy one question. The 
characteristics defined in the taxonomy were the only possible answers to be chosen from. At the beginning of the 
questionnaire, participants were asked to enter a code that enables us to link the reply to the corresponding paper 
from our review. Answers to the questionnaire were compared to CA classifications made by the authors of this 
paper based on the corresponding scientific publication. A last question asked for the technical evaluations that were 
already realized with the CA. E-Mails were sent out between June 17 and 21, 2022. 

4. Results 

4.1. Sample based on questionnaire 

The questionnaire was open to fill from June 17-30, 2022. 103 persons were invited, but 8 mails could not be 
delivered. 26 persons out of 95 replied to our request resulting in a return rate of 27.3%. 4 replies refer to papers 
from 2022; 22 from 2021. Figure 1 shows the results.  
Agent appearance: 92.3% of the systems included in this validation are claimed to have a simple personality. 53.8% 
have no embodiment, 38.5% have an avatar and 7.7% a physical embodiment. 76.9% are text-based; 1 system 
applies augmented reality and 19.2% uses vocal application technologies. 73% are rule-based; 27% are based on 
machine-learning. Interestingly, 42.3% integrate sentiment analysis (see Figure 1).   
Setting: The context of the CA are 1) domain-specific (80.8%), (18–38), or 2) general purpose (19.2%), (39–43). 
Regarding service duration, medium- and long-term interaction seem to be prevalent: 46.2% of the systems are 
claimed as temporary advisor, 38.5% as persistent companion and only 15.4% are considered ad-hoc supporter. The 
CA interacts mainly with one user (80.8%). However, some systems involve additional persons (23.1%) or allow 
persons to access the conversation protocol. 
Interaction: 69.2% of the CA, i.e. the majority, allow for written input and output. 19.2% claimed to have a hybrid 
input more; 7.7% allow for verbal input and 3.8% (1 CA) enables visual input. Regarding output modes, things 
differ slightly: 26.9% have a hybrid output mode and 3.8.% allow for spoken output. Half of the systems are 
provided as smart-phone embedded software; 23.1% through social media and 26.9% were web-based. 50% of the 
CA support PC and mobile device; 46.2.% run only on a mobile device; 1 system only on a PC. 73.1% support a 
single language, while 26.9% support multiple languages. 57.7% are stand-alone systems and 42.3% of the CA are 
part of a system.  
Data processing: Privacy was not yet considered in 38.5% of the CA, 34.6% claim of having a privacy policy. 
Privacy and data encryption is included in 23.1% of the 26 CA.1 system states data encryption. 46.2% of the agents 
are hosted locally and the same percentage of the agents are outsourced. 88.5% require the internet. 23.1% of the 26 
CA access 3rd party services or devices and another 19.2% access and store data with 3rd party services and devices. 
57.7% do not interact with such services.   
Aspects of evaluation: In addition, we asked the participants about which aspects have been evaluated on their CA. 
Most stated usability, ease of use, relevance of the output. Some evaluated healthcare outcome, acceptability, 
helpfulness, engagement. One group assessed aesthetics, enjoyment, privacy concerns, control, perceived 
usefulness. Only one participant answered (44), that their CA’s Information Security Management System (ISMS) 
and Privacy Information Management System (PIMS) has been audited and certified by BSI for ISO 27001 and ISO 
27701. Further, the developers regularly evaluate and update the AI models of this CA to ensure their clinical safety 
and performance. 
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Fig. 1. Results from the questionnaire. Each color represents a technical dimension. Sizes of the rectangles correspond to the amount of CA with 

this particular characteristic for a dimension, n=26 
 

4.2. Comparison to assignments based on the SLR 

When comparing our annotations made based on the information available in the papers to the annotations from 
the paper authors, we can recognize differences. For dimensions within the perspective data processing 
corresponding information was very often missing in the papers. Therefore, only the questionnaire revealed the 
details how data processing is realized. We could not compare our results to the results received through the 
questionnaire since too many values were missing. When considering the remaining 13 dimensions; 102 of the 338 
items differed, resulting in an agreement of 70% of the values. Furthermore, not all information needed to answer 
the questions were included in the papers. For example, for 2 CA we were unable to decide whether the CA applies 
machine learning or is rule-based.  

We labelled 4 systems as based on machine-learning even though their developers replied they are rule-based. 
The personality was 5 times differently annotated by us; for dimension embodiment our assignments differed even 9 
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times. From the paper description it was obviously not clear that the CA use an avatar. Regarding application 
technology, we labeled 4 systems as “normal” while the participants selected “vocal”. We labelled two systems as 
based on virtual reality, which are not. Also integration of sentiment analysis in the CA was not made clearly in the 
papers: 5 systems more than we identified claimed to include sentiment analysis. 4 systems we considered domain-
specific were annotated as general purpose.  

Judging the service duration turned out to be challenging as well. For this dimension, our annotation differed for 
15 out of 26 CA (57.7%). Distinguishing between ad-hoc supporter, temporary advisor and persistant companion is 
quite vague which obviously led to these differences. Our classifications also differed a lot from the external ones 
for the dimension service channel (50% of the CA were differently classified by us). The corresponding information 
was often not explicitly described which resulted in assumptions based on the given information. The same holds 
true for the dimension device where it was unclear to us that the CA is running on a mobile device and a PC.    

4.  Discussion 

4.1 Principal results and practical implications 

The main result of this study is that relevant technical details on data processing are missing in current 
publications on healthcare CA. Privacy and data encryption remains often unconsidered by researchers, not only 
ignored in the publications. The CA for which we received answers are mainly simple in terms of CA personality; 
visualized as avatar or without embodiment. Systems are mainly rule-based, domain-specific and support one 
language. We recognized several differences between replies given by the participants and what has been extracted 
from the publications on the CA. We conclude that in order to apply the taxonomy as reporting guideline clear 
definitions must be given for the single characteristics. One additional characteristic has to be added which is 
“stand-alone software” for dimension service channel. The results also show a clear need of harmonized reporting of 
technical details on healthcare CA. Without such information, patient safety and possible risks through the use of 
technology cannot be judged adequately. For some technical dimensions, we can recognize a clear trend on the most 
frequently used technology; for other dimensions it seems to be well distributed (see Figure 1). 

4.2 Practical implications 

Reasons for the differences in classifications by us and the developers of the CA are manifold. One reason might 
be that the information in the paper was insufficient. For example, one participant claimed, their CA is rule-based, 
but the paper clearly presents a machine learning model. Another reason might be that we did not provide any 
explanations on how to decide for a characteristic in the single dimensions. This gives room for interpretation which 
in turn can result in inconsistencies. For example, the different interpretations between us and the participants 
whether the CA has a simple or complex personality. However, without any definition, the taxonomy would be more 
easy to apply. A third reason might be that characteristics are missing (as one participant mentioned in the comment 
field) and since we forced participants in making a decision, we have to assume that a random value or a 
characteristic most close to reality was chosen. We conclude that for using the taxonomy as reporting guideline, 
concrete definitions must be provided and options have to be given for missing values. The study demonstrated once 
more that information on data processing of CA is often not reported in scientific literature. May et al. (10) found 
out already in their SLR that privacy and security in health CA is still not well considered by researchers. As stated 
by many participants, privacy and encryption is not even considered. A reason might be that these systems are 
developed for clinical trials and focus is on providing the functionalities. However, to ensure security and not to 
harm the trust of individuals in health IT in general and conversational agents in particular, we recommend to 
consider these aspects right from the beginning and to communicate them clearly to the users of such systems.  

This is the first study where developers of healthcare CA are asked to provide technical details on their systems. 
Several reviews on healthcare CA exist where the authors extract features on the CA (1,8,9). All of these reviews 
specify their extraction schemes which include technical aspects to a certain extent. Laranjo et al. for example 
identified input and output modality, dialogue initiative, dialogue management (1). Our study concentrated on the 



 Kerstin Denecke  et al. / Procedia Computer Science 219 (2023) 1289–1296 1295
 Author name / Procedia Computer Science 00 (2019) 000–000  7 

technical aspects of healthcare CA and involved the actual developers in information gathering. To the best of our 
knowledge, this had not yet been done before in the healthcare domain.  

4.3 Limitations 

The questionnaire provides only a snapshot of the current technical landscape. We cannot say for sure that this 
reflects the complete landscape, thus it is only a trend. Correctness of the answers given in the questionnaire could 
only be approved in conversations with the participants asking for reasons why they stated something different that 
is written in the paper. Regarding methodology, we missed to ask the participants to give feedback on the clarity of 
the characteristics. Thus, we cannot conclude properly whether definitions are really required.  

5. Conclusions 

In this paper, we asked to apply a technical-oriented taxonomy to provide details on healthcare CA. Our 
taxonomy was almost complete, but clarity has to be improved by providing definitions for the single characteristics. 
Using it as reporting guideline or at least checklist when publishing on healthcare CA could help in getting correct 
details on the technical implementations. From a research perspective this would allow for easier comparison of 
systems. From a user perspective it would enable to better judge the technology a user is supposed to interact with. 
However, it would require technical knowledge to understand the characteristics. From a developer perspective, the 
application of the taxonomy could help in identifying design archetypes. It would also help to possibly associate 
technical implementations to outcomes and compare outcomes of different CA relating to the technical criteria. This 
would help in answering questions such as: for which use cases machine learning integrated in a health CA is useful.  
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