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The radioactive gas radon (Rn) is considered as an indoor air pollutant due to its detrimental effects on human
health. In fact, exposure to Rn belongs to the most important causes for lung cancer after tobacco smoking. The
dominant source of indoor Rn is the ground beneath the house. The geogenic Rn potential (GRP) - a function
of soil gas Rn concentration and soil gas permeability - quantifies what “earth delivers in terms of Rn” and rep-
resents a hazard indicator for elevated indoor Rn concentration. In this study, we aim at developing an improved
spatial continuous GRP map based on 4448 field measurements of GRP distributed across Germany. We fitted
three differentmachine learning algorithms,multivariate adaptive regression splines, random forest and support
vector machines utilizing 36 candidate predictors. Predictor selection, hyperparameter tuning and performance
assessment were conducted using a spatial cross-validation where the data was iteratively left out by spatial
blocks of 40 km*40 km. This procedure counteracts the effect of spatial auto-correlation in predictor and response
data and minimizes dependence of training and test data. The spatial cross-validated performance statistics re-
vealed that random forest provided the most accurate predictions. The predictors selected as informative reflect
geology, climate (temperature, precipitation and soil moisture), soil hydraulic, soil physical (field capacity, coarse
fraction) and soil chemical properties (potassium and nitrogen concentration). Model interpretation techniques
such as predictor importance as well as partial and spatial dependence plots confirmed the hypothesized domi-
nant effect of geology on GRP, but also revealed significant contributions of the other predictors. Partial and spa-
tial dependence plots gave further valuable insight into the quantitative predictor-response relationship and its
spatial distribution. A comparison with a previous version of the German GRPmap using 1359 independent test
data indicates a significantly better performance of the random forest based map.
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1. Introduction

The natural occurring radioactive gas radon (222Rn, hereafter re-
ferred to as Rn) is considered as an indoor air pollutant due to its detri-
mental effects on human health (e.g.WHO (2009)). On a global average,
exposure to Rn is the most important component of the natural radia-
tion budget that the public receives. This results on average in an effec-
tive dose of ~1 mSv/a according to the dose conversion of ICRP (2007).
For comparison, this is roughly ten times higher than the dose received
by cosmic radiation during an intercontinentalflight, e.g. from Frankfurt
to Tokyo (BfS, 2020). In high-Rnareas the dose received by an individual
can be easily an order of magnitude higher than the global average. Ep-
idemiological studies have shown that a significant fraction of lung can-
cer cases can be attributed to residential Rn exposure. The estimates of
this attributable fraction are 9% for Europe (Darby et al., 2005),
10–15% for the US (Krewski et al., 2006) and 13.6 to 16.5% on a global
scale (Gaskin et al., 2018).

Generally, people receive the highest exposure to Rn indoors, i.e. in
homes and at workplaces. The dominant source of indoor Rn is in
most cases the ground beneath the house. Other sources of indoor Rn
are known (e.g., buildingmaterial and tapwater) but contribute usually
only a minor fraction to the total exposure (Bruno, 1983). Rn enters
houses mainly via advective flux from soil gas through cracks and fis-
sures in the building's foundation. After entering the house, Rn accumu-
lates due to limited air exchange.

The detrimental health effects of Rn have been acknowledged by in-
ternational and national legislation. In Europe, for instance, the EU
launched the Basic Safety Standards Directive 2013/59/EURATOM in
2013 (European Council, 2013) aiming at the reduction of human expo-
sure to Rn in homes and at workplaces. According to this legislation, all
EU member states are required to delineate Rn priority areas, i.e. areas
wheremanyhouses exceed the national reference level. The delineation
of Rn priority areas aims at prioritization of Rnprotectionmeasures. One
possibility to this end is to map the so called “geogenic Rn potential”
(GRP) as an indicator of the Rn related hazard. The GRP - a function of
Rn concentration in soil gas and soil gas permeability - aims at quantify-
ing the availability of geogenic Rn for infiltration into buildings.

In this study, we will focus on GRP mapping in Germany. However,
the described mapping approach can be applied to any region, country
or continent given that a reasonable amount of observational data and
meaningful and exhaustive co-variable data are available. The current
version of the German GRP map was produced by applying sequential
Gaussian simulation using geology as deterministic predictor (Bossew,
2015). A former version of a German GRP map was proposed by
Kemski et al. (2001) using inverse distance weighting under consider-
ation of geology. However, using solely geology as co-variable might
not be sufficient to model spatial GRP variability due to the high com-
plexity of the system “geogenic Rn”. In recent years, the availability of
auxiliary spatial data has increased considerably in the course of the de-
velopment of remote sensing platforms. Also computational capacities
increased strongly. Additional predictors besides geology have been
rarely applied for GRP mapping (Pásztor et al., 2016). We hypothesize
that the inclusion of more co-variables (hereafter referred to as predic-
tors) into the predictive model, as well as the application of algorithms
able to account for complex relationships, will increase the accuracy of
the end-product. Therefore, we fitted machine learning regression
models which utilize a multitude of potential predictors. We applied
three different machine learning techniques: multivariate adaptive re-
gression splines, random forest and support vector machines. These
three algorithms are all capable of building complex predictor-
response relationships, cope with cross-correlation in predictors, but
rely on fundamentally different adaptation strategies which provides a
range of different ways to extract information from observational and
predictor data.

The objective of this study is to develop a machine learning based
modelling framework for producing an accurate and high resolution
2

(1 km*1 km) GRP map. The numeric response variable is the geogenic
Rn potential which is modelled as a function of environmental co-
variables (predictors). The individual steps of the model building
process (predictor selection, hyperparameter tuning, and performance
assessment) will be described with emphasis on the specific require-
ments of spatial data, i.e. applying a spatial cross-validation procedure
which allows spatial predictor selection, spatial hyperparameter tuning
and spatial performance assessment. In addition, this paper will deliver
insights into the usefulness of individual predictors for GRPmapping by
analyzing importance and partial dependence of the individual predic-
tors which allows for guidance in other studies. Finally, a comparison
with the current German GRP map will be made based on independent
test data which were not used during any step of model building.

2. Geogenic Rn potential

The geogenic Rn potential (GRP) aims at quantifying “what earth de-
livers in terms of Rn” and represents a Rn hazard indicator with respect
to Rn concentration in indoor air (see Bossew et al. (2020) for further
discussion). Anthropogenic factors (e.g., building characteristics, living
habits) that also affect the indoor Rn concentration are excluded on pur-
pose. An advantage of using the GRP is that its concept is also applicable
for areas that are not yet developed.

Several GRP definitions have been suggested during the last three
decades (e.g., Tanner (1988), Wiegand (2001), Kemski et al. (2008),
Ielsch et al. (2010) to name just a few). Themost widely applied defini-
tionwas proposed byNeznal et al. (2004)where GRP (dimensionless) is
expressed as a function of Rn concentration in soil gas and soil gas per-
meability (see Eq. (1)). This GRP formula was developed semi-
empirically to allow optimal prediction of indoor Rn concentration.

GRP −½ � ¼
CRn

Bq
m3

� �
− log10k m2½ �−10

ð1Þ

The GRP varies spatially and temporally as a consequence of hetero-
geneous spatial distribution and temporal variability of factors control-
ling Rn built-up, migration and exhalation such as soil chemical and
physical properties (spatial variability) and soil moisture (temporal
variability).

2.1. Rn concentration in soil gas

Rn belongs to the 238U decay chain and is generated by radioactive
decay of its parent nuclide 226Ra, which is present in virtually any min-
eral and organic material. Therefore, Rn is ubiquitous in the natural en-
vironment due to its constant production in rock and soil. Depending on
the interaction of various factors such as grain size distribution or soil
moisture (Markkanen and Arvela, 1992) Rn can be released
(i.e., emanated) into the pore space, migrate through the pores and, fi-
nally, can be exhaled from the soil. The concentration of Rn (more cor-
rectly the “activity concentration”) is measured in Becquerel (Bq) per
m3. 1 Bqmeans one disintegration of a Rn atom per second. The Rn con-
centration in soil usually has a considerable small-scale variability - ver-
tically and horizontally (Neznal et al., 1996;Winkler et al., 2001) aswell
as temporally (e.g., Winkler et al. (2001), Font et al. (2008), Torkar et al.
(2010), Szabó et al. (2013), Janik and Bossew (2016)). Variation in space
can be an order of magnitudewithin only a few tens ofmeters if geolog-
ical conditions (i.e., 226Ra content) change (Neznal et al., 1996) butmay
even vary within the same geological unit by several factors (Kemski
et al., 2008). Temporal variation was observed on day-to-day as well
as on seasonal scales as a consequence of varyingmeteorological condi-
tions. The long-term observations at an individual site can have a range
from a factor of two up to a factor of ten (Neznal et al., 1996).
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2.2. Soil gas permeability

The soil gas permeability can be seen as the counterpart of the soil
hydraulic permeability. Both soil permeability characteristics are a func-
tion of soil texture which determines pore geometry and flow path to-
pology. Another crucial factor governing soil permeability is soil
moisture (water saturation of the pores). In a fully saturated soil, gas
permeability is negligibly low. Consequently, soil gas permeability and
soil hydraulic permeability are inversely proportional. However, the re-
lationship between soil gas and soil hydraulic permeability reveals a
non-linear pattern and, in addition to that, depends on whether the
soil is wetting or drying (hysteresis effect) (see Scanlon et al. (2001)).
Similarly to Rn concentration in soil, a considerable small-scale as well
as temporal variability of soil gas permeability can be assumed. Spatial
variability is expected to be driven by variation of soil physical proper-
ties or existence of preferential flow paths (e.g., tree roots, macrofauna
burrow holes), whereas temporal variability is mainly governed by
soil moisture fluctuations.

3. Material and methods

3.1. Field data

The German GRP database (status 30 November 2019) consists of
4448 locations with Rn in soil gas and soil gas permeability data (see
Fig. 1, data is not publicly accessible). The soil gas measurements were
mainly compiled in the period 1990–2003. The available data originates
from different regional surveys which were initially not designed for
Fig. 1.Observations of the Geogenic Rn Potential (GRP) in Germany. (Left panel) Locations of th
eastern Germany). The black solid lines indicate the borders of the federal states. (Top right pan
distribution. (Bottom right panel) GRP semi-variogrammodel (visually fitted) and its paramete
variability.
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producing a national GRP map. Therefore, the sampling design was
non-representative in a way that measurements focused on potential
highGRP areas and/or on areaswith especially high small-scale variabil-
ity of geological characteristics. Consequently, the measurements show
a strong spatial clustering and do not represent the geological units by
proportional share of their area (Fig. 1). Further, it has to be emphasized
that these spatial point observations represent only a snapshot mea-
surement within a most often highly dynamic time-series (see
Sections 2.1 and 2.2).

The database consists of soil gas measurements of Rn concentration
and permeability thatwere conducted at a depth of 1m. Soil gaswas ex-
tracted and analyzed on-site for Rn (after rejection of thefirst 10–15 L to
avoid contamination) using alpha spectrometry or Lucas cells (Kemski
et al., 1996). Gas permeability was measured in-situ by injecting a de-
fined volume of air; the flow rate was measured at constant pressure,
and permeability was calculated following Darcy's law under assump-
tion of laminar transportation conditions (Kemski et al., 1996). At
each location three boreholes (within a triangle of 5 m edge length)
were drilled. In each borehole, Rn was measured twice, permeability
once. The value attributed to the individual site was the maximum
(n = 6) for Rn and the arithmetic mean (n = 3) for permeability
(Kemski et al., 2001). Based on these observational data the GRP was
calculated following Eq. (1). Log-transformed permeability (log10(k))
values > −10.5 (n = 16) were substituted by −10.5 to allow for nu-
merical stability of GRP values (see Eq. (1)).

The GRP data is best described by a log-normal distribution and is
characterized by an arithmetic mean of 36, a median of 21 and inter-
quartile range from 11 to 40 (Fig. 1). However, due to the strong spatial
e calculated GRP reveal a strong clustering in certain areas (e.g., parts of eastern and south-
el) Histogram and summary statistics of the geogenic Rn potential show a near log-normal
rs indicate a correlation length of ~30 km. The large nugget effect reveals a high small-scale
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clustering of the observations these distributional characteristics are
likely to differ from the characteristics of the true GRP distribution in
Germany. The data shows strong spatial auto-correlationwith a correla-
tion length of ~30 km (Fig. 1). The distinct nugget effect of 2300 (i.e., the
semi-variance at distance 0) indicates a considerable small scale vari-
ability which makes up 40% of the total variance (5500).

New field campaigns have started in many federal states in 2018 to
increase the available data before defining Rn priority areas. These
data became only available at the end of the current study und were
used as independent test data. Test data were not used at any step of
model building but were applied for a final assessment of the ML
based map in comparison to the current GRP map of Germany
(Bossew, 2015).

3.2. Predictor data

36 co-variables were selected as possible candidate predictors for
machine learning regression models. These predictors can be grouped
as following:

• Geological class based on the geological map of Germany, scale
1:1,000,000 (BGR, 1993). Data was re-classified based on the classifi-
cation used previously for the GRP map of Germany (Bossew, 2015)
and further simplified into 30 classes. Classification was mainly done
bygeological criteria (stratigraphy, petrography and genesis). Further,
classes with similar statistical properties were merged to reduce the
number of classes for computational reasons and to allow aminimum
number of observations in each class. For details see Table 2
(Appendix).

• Soil hydraulic properties in 1000 m resolution (Tóth et al., 2017):
o saturated hydraulic conductivity
o saturated water content
o field capacity
o wilting point
o parameter α of the hydraulic conductivity curve
• Soil physical properties in 500 m resolution (Ballabio et al., 2016):
o clay content
o silt content
o sand content
o coarse fraction
o available water capacity
o bulk density
• Soil chemical properties in 500 m resolution (Ballabio et al., 2019):
o pH in H2O
o cation exchange capacity
o carbon:nitrogen ratio
o concentration of calcium carbonate
o concentration of nitrogen
o concentration of phosphorous
o concentration of potassium
• Soil uranium concentration in 10 km resolution (Cinelli et al., 2019)
• SAGA wetness index derived from the digital elevation model of
Germany (resolution 25 m) (BKG, 2018)

• Climate data in 1000 m resolution (DWD, 2018a, 2018b, 2018c):
o Temperature: annual and seasonal means 1981–2010 (DWD,

2018a)
o Precipitation: annual and seasonal means 1981–2010 (DWD,

2018b)
o Soil moisture: annual and seasonal means 1991–2010 (DWD,

2018c)

3.2.1. Pre-processing
Original raster data was available at resolutions of 500 m, 1000m or

10 km. Field datawas attributed to the predictor data at the original res-
olution. The estimation grid (1 km cells) onwhich themapping is based
4

required harmonization of predictor data. For this purpose data at a res-
olution higher than 1 km was upscaled (arithmetic mean for numeric
data, modal value for categorical data). The only predictor available at
a lower resolution (uranium concentration) was downscaled using re-
sampling. As further potential predictors, the SAGA wetness index was
calculated (Böhner et al., 2002; Böhner and Selige, 2002). For soil hy-
draulic properties the weighted mean was calculated from data of
seven depths ranging from 0 to 200 cm by using weights proportional
to the layer thickness.

3.3. Machine learning

The number of studies using machine learning (ML) for spatial pre-
diction in environmental sciences has increased considerably in recent
years (e.g., Kanevski et al. (2009), Li et al. (2011), Lary et al. (2016),
Hengl and MacMillan (2019)). ML applications for spatial settings in-
clude the assessment of landslide susceptibility (Micheletti et al.,
2014), global air quality mapping (Lary et al., 2014) or soil mapping
(Hengl et al., 2017), to mention just a few. Advantages of ML compared
to geostatistical models are that ML can better handle complexmultidi-
mensional non-linear relationships and mostly makes no or just weak
assumptions of the underlying distribution of the data (Fouedijo and
Klump, 2019). However, the main reason for its increasing popularity
is that ML based approaches have proven to outperform classical
(geo)statistical models for many predictive tasks (e.g., Henderson
et al. (2005), Nussbaum et al. (2018), Hengl and MacMillan (2019), Li
et al. (2019)); especially when dealing with highly complex systems.
The superior performance is seen as a consequence of their ability to re-
flect the influence and interplay of a multitude of factors. A drawback of
ML is, however, that predictor-response relationships are sometimes
more difficult to interpret in a physical way.

In this studymultivariate adaptive regression splines, random forest
and support vector machines have been used. These three ML algo-
rithms were selected because they have provided promising results
for spatial prediction tasks such as digital soil mapping (Ballabio et al.,
2016; Hengl et al., 2018; Liess et al., 2016), landslide hazard mapping
(Bui et al., 2016) or mapping of atmospheric particulate matter
(Choubin et al., 2020).

In Rn researchML has been applied only sparsely. The few examples
that we are aware of comprise the application of ensemble regression
trees for predicting indoor Rn concentration in Switzerland (Kropat
et al., 2015), the use of bagged neural networks for predicting the
mean indoor Rn concentration in the Czech Republic (Timkova et al.,
2017), as well as ML applications for time-series analysis (Torkar et al.
(2010), Janik et al. (2018)).

For a deeper background onML strategies in general aswell as on in-
dividual algorithms the reader is referred to Hastie et al. (2009) and
James et al. (2013) (both more theory-based) or for its practical imple-
mentation to Witten et al. (2016). A broad overview on ML using the R
programming environment (R Core Team, 2019), with which all the
modelling in this study was conducted, is given by Kuhn and Johnson
(2013) and Boehmke and Greenwell (2019).

3.3.1. Multivariate adaptive regression splines
The algorithmmultivariate adaptive regression splines (MARS) was

developed by Friedman (1991). MARS creates a piecewise linear model
where each predictor models an isolated part of the original data. For
this purpose, each data point is evaluated for each predictor as a candi-
date knot point by creating linear regressionmodels using the candidate
predictor. The predictor/knot point combinationwith the lowest error is
then added to themodel. In a forward stepwise procedure the algorithm
adds successively terms to the model that improve the model fit until a
stopping criteria is met (Kuhn and Johnson, 2013). Then, terms that do
not significantly contribute to the model performance are removed in a
backward elimination process (“pruning”). The contribution of the indi-
vidual terms in the model is evaluated based on the generalized cross-
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validation (GCV) statistic. The MARS model has two hyperparameters:
degree and nprune. The degree hyperparameter determines the maxi-
mum degree of interaction of the predictors: “1” means no interaction
(additive model), “2”means interaction of up to two predictors (multi-
plicative model). The second tuning parameter nprune determines the
maximumnumber of terms retained in themodel after pruning. The op-
timal values for degree and nprunewere estimated using a spatial cross-
validation. In this study the MARS implementation in the earth package
(Millborrow, 2019) was used.

3.3.2. Random forest
Random forest (RF) is an ensemble algorithm that was developed by

Breiman (2001). The base learner of RF are classification or regression
trees which partition the data into smaller, statistically more homoge-
neous subsets by finding predictors and values to split on in order tomin-
imize an objective function (e.g., sum of squared errors). These individual
trees are low bias, high variance techniques which fit the training data
well, but are sensitive to small changes in the training set (overfitting).
Therefore, in RF a large number of regression trees (e.g., n = 500) are
built using bootstrap samples of the original data in order to reduce the
correlationbetween the individual trees. This technique is knownas “bag-
ging” (bootstrap aggregation) and improves the predictive performance
over a single tree by lowering the variance in the prediction. The de-
correlation of the trees is further increased by injectingmore randomness
in the tree growing process by evaluating only a randomly selected subset
of the available predictors at each split. RF is protected from overfitting in
a sense that its predictive accuracy is not negatively affected by increasing
the number of trees (Kuhn and Johnson, 2013). In this study the RF imple-
mentation in the party (Hothorn et al., 2006a) and partykit (Hothorn and
Zeileis, 2015) packages were used. The implementation is slightly differ-
ent from the classical RF by Breiman (2001): conditional inference trees
(Hothorn et al., 2006b) are built using statistical test procedures for
both predictor selection at the splits and definition of a stopping criteria
(Strobl et al., 2007). Strobl et al. (2007) have proven that this procedure
– in contrast to the original implementation - produces unbiased esti-
mates if categorical predictors with many possible splits are involved.
The RF implementation has one relevant tuning hyperparameter, mtry,
which is the number of randomly chosen predictors to be evaluated at
each split. The optimal value for mtry was estimated using a spatial
cross-validation.

3.3.3. Support vector machines
Support vector machines (SVM) were originally developed in the

context of classification by Vapnik in the 1960s, details can be found
in Vapnik (2013). SVM regression is a type of robust regression aiming
at the minimization of the effect of outliers on the regression equation.
Therefore, SVM use an objective function that gives less weight to out-
liers (Kuhn and Johnson, 2013). SVM makes use of a so-called “kernel-
trick” for non-linear problems with which input data is implicitly
mapped into a higher dimensional feature space. After model fitting
the data is back-transformed to the original feature space. Here, an
epsilon-support vector regression with a radial basis function (as ker-
nel) was applied using the kernlab package (Karatzoglou et al., 2004).
The parameter epsilon defines a funnel around the regression line. All
data points within this funnel do not contribute to the regression equa-
tion, data points outside but close to the funnel become so-called sup-
port vectors, i.e. data points which define the regression equation. The
cost parameter C governs the flexibility of the model (the larger C, the
more flexible) and is treated as only tuning hyperparameter in this
study. The scaling parameter sigma of the radial basis functionwas esti-
mated automatically within kernlab for the given data set with 0.006
and for epsilon the default value of 0.1 was used.

3.3.4. Model building
Spatial data usually does not fulfill the assumption of identically and

independently distributed data due to its inherent spatial
5

autocorrelation. This characteristic requires special consideration in all
steps of model building when applying ML for spatial predictions as
shown, e.g. by Roberts et al. (2017), Meyer et al. (2019) and Schratz
et al. (2019).

For building a spatialMLmodel, the following stepswere considered
for each algorithm:

• Predictor selection
• Hyperparameter tuning
• Performance assessment
• Building a final model
• Mapping (i.e., applying the model for spatial prediction)

3.3.4.1. Performance metrics. The assessment of model performance can
be done using several criteria. For a comprehensive assessment of the
model performance, several statistic metrics focusing on different as-
pects of the goodness of fit were used in this study: the coefficient of de-
termination (r2, Eq. (2)), the root mean squared error (RMSE, Eq. (3)),
the mean absolute error (MAE, Eq. (4)) the root relative squared error
(RRSE, Eq. (5)) and the root mean squared log error (RMSLE, Eq. (6)).
Here yi and byi are the observed and predicted values at location i, y
and Y are the arithmetic mean of yi and byi . The objective function for
all steps of model building was the maximization of r2.

RMSE, MAE, RRSE and RMSLE are given in the unit of the response
variable. Since GRP is dimensionless, the used error metrics are dimen-
sionless as well.

r2 ¼ ∑n
i¼1 yi−yð Þ ŷi−Y

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1 yi−yð Þ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑n
i¼1 ŷi−Y

� �2q
0
B@

1
CA

2

ð2Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i¼1

yi−ŷið Þ2
vuut ð3Þ

MAE ¼ 1
n

Xn
i¼1

yi−ŷij j ð4Þ

RRSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 yi−ŷið Þ2Pn
i¼1 yi−y;−ð Þ2

vuut ð5Þ

RMSLE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i¼1

log yi þ 1ð Þ− log ŷi þ 1ð Þð Þ2
vuut ð6Þ

3.3.4.2. Cross-validation strategy. A common way for validating ML
models (especially with a high number of observations n, say
n > 1000) is a k-fold cross-validation. For this procedure the data is
split into k folds where k typically takes values of 5 or 10. The assign-
ment of the data to the individual folds is usually conducted in a random
or rarely in a stratified way. The model is trained using data form k-1
folds and tested using the remaining hold-out-fold, i.e. the trained
model is applied for predicting values at the test locations using the
local predictor setting. These predictions are then compared to the ob-
servational data in the test dataset. In total, the model is build k times,
each time having a different composition of training and test data by it-
erating the fold used for testing from 1 to k (see Kuhn and Johnson
(2013) for details). For the final cross-validation performance estimate,
the performance of the individual folds was averaged for predictor se-
lection and tuning. Performance assessment of the tuned model with
the optimal predictor subset was done using the predictions for the in-
dividual test samples.
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The existence of auto-correlation in response and predictor data (in
our case spatial auto-correlation) requires special attentionwhen utiliz-
ingML. This is a consequence of a crucial assumption on which the reli-
ability of cross-validation depends on; namely the independence of
training and test data. The assumption of independence is likely to be vi-
olated if the individual locations are assigned to the folds in a random or
a stratifiedway since test locationsmight simply be too close to training
locations, i.e. within their respective correlation length. Therefore, a spa-
tial cross-validation strategy is suggested for data with spatial depen-
dencies (Pohjankukka et al. (2017), Roberts et al. (2017), Meyer et al.
(2019)). In this study, spatial cross-validation was conducted by creat-
ing spatial blocks using the package blockCV (Valavi et al., 2019). Defini-
tion of the block size requires a trade-off between having large enough
blocks to maximally reduce auto-correlation between training and test
data and not having too large blocks that could result in an insufficient
coverage of the predictor parameter space. Roberts et al. (2017) sug-
gested a block size that is significantly larger than the autocorrelation
observed in the model residuals. In this study, a block size of 40 km
seemed reasonable since autocorrelation in the model residuals was
15–20 km during test model runs. The spatial blocking resulted in a
total of 251 40 km*40 kmblocks (Fig. 2). After block creation, the blocks
were randomly split into 10 folds. Hence, a 10 fold cross-validation was
performed, where each fold consists of 9/10 of the spatial blocks, and
the performance was estimated using the respective remaining 1/10
of spatial blocks. For repeated cross-validation the splitting of the blocks
into folds was repeated in a random way.
3.3.4.3. Predictor selection. The motivation of predictor selection is to re-
move non-informative predictors from the model which is expected to
improve model performance. Non-informative predictors can be either
just irrelevant (in the best case) or even cause overfitting. Although the
ML algorithms applied in this study have an implemented predictor se-
lection and should, at least in theory, be robust against non-informative
predictors (Kuhn and Johnson, 2013), others have shown that even for
these algorithms predictor selection improved the performance
(e.g., Li et al. (2011), Liess et al. (2016)). Another advantage of predictor
selection is that amodel with less predictors fulfills the parsimony prin-
ciple which also decreases computing time significantly.
Fig. 2. Spatial blocking for fold creation with the package blockCV (Valavi et al., 2019). (Left) T
integer between 1 and 10 is randomly assigned. All fold numbers have a roughly equal fre
numbers 1 as well as 3 to 10. The empty red squares indicate areas of testing folds. (Right) Ex
(Background layer of the maps is the elevation with greenish colors referring to lowland and
figure legend, the reader is referred to the web version of this article.)
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In this study, a forward predictor selection approach using the CAST
package (Meyer, 2018)was usedwhich has proven to provide a suitable
predictor selection strategy for spatial modelling tasks when combined
with spatial cross-validation (Meyer et al., 2018). In short, models are
built for every predictor pair combination. The predictor pair with the
best performance is selected. Then, the remaining predictors are
individually tested by adding them to the previously selected best pre-
dictor pair. The three predictor subset with the best performance is se-
lected. This procedure continues as long as none of the remaining
predictors results in an improvement of performance. The predictor
selection was conducted using a 10-fold spatial cross-validation (see
Section 3.3.4.2), hence predictors are selectedwith respect to improving
the spatial prediction performance of the model. The hyperparameter
setting was held at constant values (MARS: degree = 1, nprune =
100; RF:mtry=5, ntrees=200; SVM: C=256, epsilon=0.1, sigma=
0.006) during predictor selection to save computational costs, but were
tuned extensively during final model fitting.

3.3.4.4. Hyperparameter tuning. Hyperparameter tuning was conducted
using an iterative grid search for finding the optimal hyperparameter
set for the previously chosen optimal predictor subset. First, a rather
coarse initial gridwith awide value rangewas tested, followed by a sec-
ond searchusing a refined grid centered on the optimal values from step
one. Tuningwas conductedwithin the framework provided by the caret
package (Kuhn et al., 2019) using a repeated 10-fold spatial cross-
validation (see Section 3.3.4.2).

The final model was finally trained using the ideal predictors re-
vealed during spatial variable selection and the ideal hyperparameters
revealed during spatial parameter tuning and all of the available GRP
data. The trainedmodel was then applied tomake predictions for entire
Germany.

4. Results

4.1. Selected predictors, tuning and predictor importance

The predictor selection procedure identified a similar number of in-
formative predictors for each ML algorithm: 8 predictors for MARS, 10
he study area is separated into 251 squares of equal size (40 km*40 km). To each fold an
quency. (Middle) Example of a training data set (blue dots) containing data from fold
ample of a testing data set (blue dots in red squares) containing data from fold number 2.
brownish to mountainous terrain). (For interpretation of the references to colour in this



Fig. 3. Variable importance plots for multivariate adaptive regression splines (MARS), random forest (RF) and support vector machines (SVM). The predictors are ordered by decreasing
importance. Overall, geological class (“GEO”) was the most influential predictor (top predictor for MARS and RF, number 4 for SVM). Predictor abbreviations are explained in Section 4.1.

Table 1
Spatial performance metrics of multivariate adaptive regression splines (MARS), random
forest (RF) and support vector machines (SVM).

RMSE [−] r2 RMSLE [−] MAE [−] RRSE [−]

MARS 55.19 0.156 NA 25.64 0.92
RF 52.76 0.218 0.92 23.69 0.88
SVM 54.39 0.216 NA 22.17 0.91
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for RF and 7 for SVM (Fig. 3). In total 17 predictors out of the 36 candi-
dates were selected at least for one algorithm. Only one predictor,
namely geological class (“GEO”), was selected by every algorithm. At
least two predictors describing the soil physical properties were se-
lected for each algorithm: silt content (“Silt”) for MARS, wilting point
(“WP”) for MARS and SVM as well as field capacity (“FC”) and coarse
fraction (“CF”) for RF and SVM. The parameter alpha of the hydraulic
conductivity curve (“HCC Alpha”) was the only soil hydraulic property
that was selected (only for RF). The soil chemical predictor Potassium
(“K”) was selected for MARS and RF, cation exchange capacity (“CEC”)
for MARS only and Nitrogen (“N”) for RF only. Climate predictors were
selected for all algorithms: the annual mean temperature (“Temp”) for
MARS, summer precipitation (“Prec_JJA”) forMARS and RF, winter tem-
perature (“Temp_DJF”) for RF and SVM, spring precipitation
(“Prec_MAM”) for RF, winter soil moisture (“SM_DJF”) for RF as well
as autumn temperature (“Temp_SON”) and spring temperature
(“Temp_MAM”) for SVM. The SAGA wetness index (“SAGA WI”) was
only selected for MARS.

The optimal hyperparameter setting for the individual algorithms
with the identified optimal predictor subset was degree = 1 and
nprune = 21 for MARS, mtry = 5 for RF and C = 1500, for SVM. For
RF ntree was set at 1000 since no increase in performance was found
for higher values.

The importance of the individual predictors in each model was ana-
lyzed using the vip package (Greenwell et al., 2020). In this case, impor-
tance is defined as the relative influence of an individual predictor on
the model performance. The importance was measured by calculating
the increase of the model's prediction error after permuting
(i.e., randomly shuffling values) of the predictor of interest. The results
are shown in Fig. 3. For both, MARS and RF, geological class was by far
the most influential predictor. However, for SVM geological class
ranks as number four only. Further, climate related predictors (espe-
cially temperature) turned out to be very important predictors (number
one for SVM). Indeed, for MARS and RF a temperature related predictor
was the most important after geological class. The importance of indi-
vidual soil physical (“Silt”, “WP”, “FC”,”CF”) and soil chemical predictors
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(“CEC”, “K”, “N”) is smaller, their cumulative importance is, however,
still substantial. The SAGA wetness index was selected as informative
for MARS, though, the influence on model performance was negligible.

4.2. Model performance

Model performance was assessed using the criteria described in
Section 3.3.4.1 using the individual predictions from the hold-out-
folds of a 100-times repeated spatial 10-fold cross-validation.

An analysis of the performance metrics (Table 1) reveals that RF and
SVM have a similar performance with respect to r2 of 0.22 (which was
the objective function during model training). However, regarding
RMSE and RRSE RF clearly outperformed the other algorithms, while
SVM had the lowest MAE. The RMSLE could not be calculated for MARS
and SVM due to negative values in the predictions. Considering the per-
formance metrics, we can state that RF produces the best predictions
followed by SVM and MARS. Furthermore, RF predictions seem to be
more stable in a sense that in contrast to MARS and SVM no predictions
occur that are very far off the observed value which is seen as a conse-
quence of RF being an ensemble algorithm (i.e., an aggregate of 1000 in-
dividual regression trees). A characteristic that is common to all three
algorithms is that the predictions are smoothed relative to the observa-
tions (i.e. the distribution of the predictions is narrower compared to
the observed values). This manifests with overestimation of very low ob-
servations (<5) and a tendency of underestimation of high observations
(>200). This behavior is indicated by the smoothed conditional mean
(red line in Fig. 4) having a much shallower slope than the 1:1 line.



Fig. 4. Performance on test data (hold-out-folds of a 100 times repeated spatial cross-validation) for multivariate adaptive regression splines (MARS), random forest (RF) and support
vector machines (SVM). The dashed line indicates the 1:1 line. Please note that both axes are on a logarithmic scale. Models were fitted on the non-transformed response. Due to
overlapping of values, the plots show point density. The red line shows the smoothed conditional mean estimated by a generalized additive model. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
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4.3. Residual analysis

The spatial structure of the residuals for theMLmodels were further
analyzed. Variograms were processed using the gstat package (Gräler
et al., 2016; Pebesma, 2004); variogram fitting was done manually
using a spherical variogram model. Fig. 5 indicates that the nugget of
the residuals of all three models (2100 to 2600) is close to the nugget
in the observed data (“Measurements” in Fig. 5). The range of the spatial
auto-correlation (i.e., the correlation length) was reduced slightly from
~30 km for the observational data in the observed data down to
20–25 km in the residuals of theMLmodels. However, themost striking
feature when comparing the residual variogram models is that the re-
siduals in RF model expose a significantly lower partial sill (i.e., the dif-
ference between the nugget and the semivariance beyond the
correlation length) compared to MARS and SVM. Overall, the RF
model performed best in reducing the spatial structure in the residuals.

4.4. GRP map based on random forest

Sections 4.2 and 4.3 have shown that RF has provided the best GRP
predictions determined by its overall best performance statistics and
Fig. 5. Variograms of residuals from MARS, RF and SVM models. Residuals were calculated usi
(“Measurements”) is shown as well.
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lowest spatial auto-correlation in the residuals. Therefore, the focus of
the upcoming sections will be on the discussion of the RF model.

The estimated GRP in Germany (Fig. 6) using RF show a value range
from 6 to 314 with an arithmetic mean of 22 and an interquartile range
(25%ile to 75%ile) from 13 to 25. Themap reveals significant spatial var-
iability. Regions with high GRP values (>50) comprise almost exclu-
sively regions in the Central German Uplands (Ore mountains,
Thuringian Forest, Harz mountains, Fichtel mountains, Upper palatine
Forest, Bavarian Forest, Black Forest, parts of Upper Lusatia, Odenwald
and Sauerland) aswell as parts of the German Alps. Values within an in-
termediate GRP range (25 to 50) can be predominantly found in parts of
central and southern Germany. Low GRP values below 25 are located in
large parts of northern Germany and some parts in the south-west.

rel unc ¼ ŷ75%ile−ŷ25%ile

ŷμ
ð7Þ

The relative uncertainty rel unc (Eq. (7)) expresses the prediction
variability of the interquartile range of the predictionsmade by the indi-
vidual 1000 trees normalized to the GRP estimate (ŷμ), hence indicates
the stability of the predictions. The quantiles were calculated using the
ng predictions on the hold-out-folds. For comparison, the variogram of the observed data



Fig. 6. Predictions of theGeogenic Radon Potential (GRP) based on random forest (left panel) and its respective relative prediction uncertainty estimated from the variability of predictions
made by the individual trees of the forest (right panel). The black lines indicate the borders of the federal states. The black squares A –D in the left figure refer to exemplary regionswhich
will be compared with the current German GRP map in 4.6.
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partykit package (Hothorn and Zeileis, 2015) which adapts the idea of
quantile regression forest (Meinshausen, 2006) to the cforest frame-
work. The variability of predictions ranged from 0.4 to 1.2. Relative un-
certainty exhibits generally a patchy pattern with only minor regional
trends. Higher relative prediction uncertainty can be found in parts of
central and eastern Germany. Northeastern Germany and the Alpine
foreland exhibit the lowest relative uncertainty.

4.5. Model interpretation

The next step inmodel interpretation is to gain a deeper quantitative
understanding of the effect of an individual predictor on the output. This
can be realized by partial dependence plots (PDPs). This technique is
well-suited to assess the predictors-response-relationship in ML, espe-
cially for models often characterized as black-boxes such as RF. The par-
tial dependence of the predictor of interest is calculated by accounting
for the average effect of the other predictors in themodel. Hence, the ef-
fect of the other predictors is averaged out. We utilized the package pdp
(Greenwell, 2017) for constructing PDPs for the RF model (Fig. 7). Fur-
ther, the partial dependence of the predictors were extended to spatial
dependence maps (Fig. 8) by simply applying the predictor-response
function to the predictor rasters (Behrens et al., 2014). Maps of the
ten predictor rasters selected for the RF model can be found in Fig. 12
(Appendix).

The most important predictor in the RF model is geological class
(Fig. 3). Geological classes that increase GRP predictions the most are,
in decreasing order, ID 912 (granites from the Carboniferous to Perm-
ian), ID 911 (granites from the Devonian to Carboniferous), ID 930 (in-
termediate to felsic plutonites from the Proterozoic to Paleozoic), ID 770
(highmetamorphic rocks from the Proterozoic to Paleozoic) and ID 720
9

(low metamorphic rocks from the Upper Proterozoic to Middle Paleo-
zoic) to name just the top five. These geological classes can be mainly
found in the Central GermanUplands. The geological classwith the low-
est GRP predictions is ID 300 (sedimentary rocksmainly from theMeso-
zoic)which is found in large parts of central and southern Germany. The
second most important predictor, winter temperature, reveals a clear
trend with higher GRP predictions for lower temperatures. Therefore,
areas where winter temperature increases GRP predictions can be
found in the mountainous areas in eastern and southern Germany.
The third most important predictor, parameter HCC Alpha, is associated
with much higher GRP predictions for values above 500 which are pre-
dominantly found in northern Germany. For field capacity, lower GRP
predictions are related to values of around 30. The spatial pattern of
the effect of field capacity on the GRP prediction is similar to HCC
Alphawith higher valuesmainly in northernGermany. For summer pre-
cipitation, a trend with a small magnitude can be detected: increasing
summer precipitation is connected to higher GRP predictionswhich ap-
plies mainly for mountainous areas in southern Germany. The reverse
can be observed for spring precipitation: decreasing GRP predictions
for spring precipitation between 100 and 250 mm. Lower spring tem-
perature and associated GRP predictions can be found in eastern and
north-eastern Germany. A similar geographical area is also affected by
lowwinter soil moisture which is related to higher GRP predictions. Ni-
trogen reveals only minor fluctuations with respect to its effect on GRP
predictions without a notable spatial pattern. For coarse fraction higher
GRP predictions can be observed for increasing predictor values which
were observed in all mountainous areas. Finally, potassium concentra-
tions of about 200mg/kg are associatedwithminimumGRPpredictions,
which are located in thenorthernGerman Lowland,whereas an effect of
potassium on higher GRP can be found in the mountainous areas only.



Fig. 7. Partial dependence plots for the ten predictors in the random forestmodel. The vertical axis shows the predicted values of the Geogenic Radon Potential (dimensionless). The small
vertical bars on the x axis indicate minimum, maximum and deciles of the predictor value range for numeric predictors. The numbers in the plot for geological class refer to its ID number
(see Table 2 (Appendix)).
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The physical explanation of the partial dependence of the individual
predictors is, however, not straightforward for many predictors and re-
mains speculativewhich is certainly a drawback of theML approach. For
instance, the large effect of winter temperature is somewhat surprising
since its direct effect on GRP is likely to be marginal. However, winter
temperature could act as a proxy for soil moisture (probably higher
quality of the winter temperature data compared to the soil moisture
data itself) or reflect the tendency of higher uranium content in soil in
mountainous areas where winter temperature is lower. If the latter
would be the case, winter temperature can be seen as complementary
to geological data, which might not be sufficient to explain all the vari-
ability of uranium in soil as a consequence of its limited resolution
(1:1,000,000 map). A detailed interpretation of the effect of all individ-
ual predictors is beyond the scope of this study.

4.6. Comparison with current German GRP map

Two previous attempts of a German GRP map were mentioned in
this paper. However, since Kemski et al. (2001) use a GRP definition
based on six classes it is not directly comparable to our study. The
study of Bossew (2015), which is the current German GRP map, applies
the same GRP definition as our studywhichmakes it suitable for a com-
parison. For this purpose, 1359 new samples which were not used dur-
ing any step of model building were used to evaluate predictive
performance of the GRP maps based on RF (this study) and on sequen-
tial Gaussian simulation Bossew (2015). Test data were provided by six
out of 16 federal states which, consequently, results in an incomplete
areal coverage of themapping area. In addition to that, test data are spa-
tially clustered within these areas (Fig. 9).

Further, test data weremainly sampled in areaswith predominantly
low to medium GRP values – with only a few exceptions. This is illus-
trated by an arithmetic mean of 23 and an interquartile range (IQR) of
10 to 29 of test data in comparison data used for model building with
10
a mean of 36 and an IQR of 11 to 40 (Fig. 1). Therefore, the GRP value
range is also incompletely covered. Despite the described limitations,
these data provide the opportunity for a preliminary evaluation of the
GRPmap performance being valid at least for the areas and value ranges
for which test data are available.

Because of the limited value range of the test data compared to the
predicted values we grouped the predictions into seven GRP classes
(<10, ≥10 to <15, ≥15 to <20, ≥20 to <25, ≥25 to <30, ≥30 to <35,
≥35). Fig. 10 presents the arithmetic mean and the interquartile range
of the test data (GRP observations) within the respective GRP class of
predictions. The means of the test data are well in accordance with
the mapped values for each GRP class indicated by their proximity to
the 1:1 line. Regarding the SGS map, however, test data and mapped
values deviate notably; in particular for classes <10, ≥30 to <35 and
≥35. This visual observation of superior performance of the RF map in
terms of its lower average error is manifested by the RMSE (based on
the arithmetic mean of the mapped values and the arithmetic mean of
the test data within the respective GRP class on the map): 3.6 for the
RFmap and 9.3 for the SGSmap. Thewidth of the interquartile range in-
dicates, however, that individual observationsmay deviate significantly
from the map.

The RF map reveals the desirable strictly monotonic behavior of
higher GRP observations for increasing predicted values as proven by
the test data. This is not always the case for the SGS map, especially
for the value range between 15 and 35, where discrimination of RF
map is much better.

For further comparison of both maps four exemplary regions in
Germany were analyzed in detail (Fig. 11). The location of the four re-
gions within Germany is shown in Fig. 6. Region A comprises areas
with high GRP in the southwest, the Odenwald (parts of it consist of
felsic plutonites) as well as in the north and northeast with the
Vogelsberg and the Rhoen mountains (largely made of mafic volcanic
rocks). Region B shows the Ore mountains (partly felsic plutonites and



Fig. 8. Spatial dependence plots for the ten predictors in the random forest model. Eachmap shows the spatial distribution of the partial dependence on GRP predictions (dimensionless)
(Fig. 7) for each predictor.

E. Petermann, H. Meyer, M. Nussbaum et al. Science of the Total Environment 754 (2021) 142291
metamorphic rocks with plutonic educts) in the southwith dominantly
high to very high GRP values. Region C covers large parts of the Bavarian
forest (partly felsic plutonites and metamorphic rocks with plutonic
educts) along the German border with also partly very high GRP values.
Region D shows parts of the German Baltic sea coast with generally low
values but some areas covered with young glacial sediments associated
with higher GRP values. The comparison between both maps reveals a
higher degree of detail for RFwhich generally better reflects the natural
structures of geology and landscape. Nonetheless, both approaches are
consistent in a way that they found similar hotspot regions, however,
with the RF based map these areas can be delineated much more
precisely.

5. Discussion

5.1. Performance of machine learning models

By evaluating all the performance metrics for the different ML algo-
rithms RF has achieved the best results (highest r2, lowest RMSE and
11
RRSE), the lowest variation in the predictions and, in addition, the low-
est magnitude of spatial structure in the model residuals. The superior
performance of RF relative toMARS and SVM is seen as a result of its en-
semble character, which has been proven to be robust against outliers
and noisy data (Kuhn and Johnson, 2013).

Our hypothesis that utilizing additional predictors besides geology
will improve the predictive accuracy is supported by the superior test
performance of the RF basedmap compared to the SGS basedmap. Fur-
ther, the large sets of predictors (7–10) for all ML algorithms indicates
that these additional predictors helped to improve themapping perfor-
mance. Due to the limitations of the test data such as incomplete spatial
coverage of the mapping area, spatial clustering and incomplete cover-
age of the GRP value range, this performance analysis remains some-
what preliminary and valid only for the area and the value range
where test data are available. However, the strikingly better perfor-
mance of the RF map gives strong evidence of its overall better perfor-
mance. The superior performance of the RF GRP map is seen as the
result of applying a more powerful algorithm (that utilizes more auxil-
iary data) as well as mapping at a higher spatial resolution.



Fig. 9. Characteristics of GRP test data. (Left panel) Test data are located in six federal states with varying sampling density. The black solid lines indicate the borders of the federal states.
(Top right panel) Histogram and summary statistics indicate a lower value range in comparison to the data used for model building (Fig. 1). (Bottom right panel) GRP test data semi-
variogram model (visually fitted) and its parameters.
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Fig. 10 revealed that the RF map is accurate to predict the mean
value over the value range of 5 to ~40 for which sufficient test data
are available. However, the large range of test data values within each
GRP class indicated by the wide interquartile range shows that an indi-
vidual GRP observation may deviate significantly from the predicted
value on the map. This behavior is seen as a consequence of the high
complexity of the system Rn in soil as well as the high spatial
Fig. 10. Test performance of GRP maps: random forest (RF, this study, left panel) vs. sequential
were grouped into seven classes (<10, ≥10 to <15, ≥15 to <20, ≥20 to <25, ≥25 to <30, ≥30 to
mean, the bars the interquartile range of test data (vertical bars) and predicted values (horizo
respective GRP class).
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heterogeneity of relevant environmental variables on the sub-grid
scale which cannot be resolved with the available predictor data.

Further, a comparison of different GRP maps would also be feasible
by assessing their predictive power for modelling indoor Rn concentra-
tion (Bossew, 2017) since GRP is intended to be the predictor of indoor
Rn hazard in German legislation. However, such an analysis is beyond
the scope of this study.
Gaussian simulation (SGS, Bossew (2015), right panel). GRP predictions (mapped values)
<35, ≥35) and related to test data at test locations. The black dots indicate the arithmetic
ntal bars) within the respective predicted GRP class. (n: number of GRP test data within



Fig. 11. Comparison of random forest based GRP map (this study) with a sequential Gaussian simulation (SGS) based map (Bossew, 2015) for exemplary regions A–D. The RF map has a
spatial resolution of 1 km * 1 km, the SGSmap of 10 km * 10 km. The locations of the regions A–Dwithin Germany are given in Fig. 6. Small dots indicate GRPfield observationswhichwere
used for building the RF model, large dots indicate test data (only applicable for region A and D). The color coding refers to both, the continuous GRP maps as well as the point samples.
Maps were produced with tmap (Tennekes, 2018). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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The spatial cross-validated r2 of 0.22 achieved by RF is a comparably
low value. However, for a judgement of this number, several aspects re-
quire consideration: (1) the target variable GRP was not transformed,
(2) GRPfield observations are extremely noisy, and (3) the performance
assessment using a spatial cross-validation is rather conservative. First,
a transformation (e.g., log-transformation) would have expectedly re-
sulted in a higher r2 due to the near log-normal distribution of the
GRP. However, such a transformation (not common in ML since no
Gaussian distributions are assumed), would have implied the necessity
of back-transformation, which is not a standard procedure for ML re-
gression models. Second, the significant temporal variability of GRP
(see Section 2), e.g., as a consequence of soil moisture fluctuations, im-
plies a large characterization uncertainty for the individual locations, i.e.
the measured values might not reflect the long-term average GRP.
Therefore, in our case the total uncertainty budget contains not only
the modelling uncertainty but also a significant contribution from the
site characterization uncertainty. Third, the performance assessment
using a spatial cross-validation provides a rather conservative
(i.e., over-pessimistic) performance estimate because the predictor
space is likely to be insufficiently covered during model training. This
could - but this requires further investigation - be especially relevant
when categorical predictors with many levels rank amongst the most
important predictors. For illustration, if an important level of a categor-
ical predictor (geological classes in our case), that extends only over a
small area, is present in the testing fold, data on this respective categor-
ical predictor level might be only limited available for model training
which complicates establishing a proper predictor-response-
relationship.

Fig. 4 revealed a strong smoothing of the predicted values relative to
the observations. The reasons for this characteristic could be manifold
such as 1) incompleteness of the set of candidate predictors, 2) uncer-
tainty in the predictor data (e.g., potentially insufficient spatial resolu-
tion of the geological map) or 3) high site characterization uncertainty
of GRP observations. Observations with very low values (GRP < 5) are
generally over-estimated by the model, very high values (GRP > 200)
are generally under-estimated by the model. However, this misfit at
both tails of the distribution could also be a consequence of the fact
that these extreme values do not necessarily reflect the average
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characteristics of the respective site, whereas the model is intended to
predict the average characteristics.

The presented RF model is only capable to explain 22% of the vari-
ability as indicated by the spatial cross-validated r2. However, it is
very likely that the performance of the RF basedmap is significantly bet-
ter than the performance of the SGS approach as shown by the evalua-
tion on test data.

5.2. Random Forest model interpretation

Regarding model interpretation, it is not surprising that geology
turned out to be the overall most important predictor. The geological
classes associated with higher GRP predictions (Fig. 8) confirm the un-
derstanding of the dependence of Rn on geology. The geological classes
with felsic magmatites (granites and rhyolites) and intermediate to
felsic magmatites (e.g., monzogranites, granodiorites) were those asso-
ciated with highest GRP predictions. Younger granites are related to
even higher GRP in comparison to older granites – a characteristic
which has already been acknowledged by Kemski et al. (2001). Further,
important geological classes are metamorphic rocks either originating
from intermediate to felsic magmatites (e.g., orthogneiss) or organic
rich metamorphic rocks (e.g. alum shale). In areas with glacial sedi-
ments those areas affected by the most recent glacial advance
(e.g., near the coast of the Baltic Sea in northern Germany) reveal higher
GRP values due to lower mineral weathering compared to glacial de-
posits from older glacial advances.

Beyond the confirmation of the geology-GRP relationship, the RF
model revealed insight into the usefulness and the impact of other pre-
dictors reflecting climate aswell as physical, chemical and hydraulic soil
properties for and on GRP predictions. These predictors directly de-
scribe or represent proxies for the physical processes related to Rn gen-
eration, emanation, transport in and exhalation from the ground.
Whereas geology reflects mainly the content of the Rn parent nuclide
226Ra in the soil which determines Rn generation, the soil chemical pre-
dictors can be correlated with 226Ra (e.g., potassium). Soil physical and
hydraulic properties determine the gas permeability of the soil and gov-
ern Rn transport and exhalation. Further, these predictors may also af-
fect Rn emanation rates which depends on grain size. Climate
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predictors are expected mainly to be proxies for soil moisture (interest-
ingly, soil moisture itself was less frequently selected than temperature
and precipitation) which determines Rn emanation rates as well as
transport and exhalation: high soil moisture inhibits Rn transport,
which causes higher soil gas Rn concentrations and, consequently,
lower Rn exhalation rates. Curiously, uraniumconcentrationwas not se-
lected as an informative predictor. This is surprising because Rn belongs
to the 238U decay chain and both elements should exhibit spatial covari-
ance. Possibly, the spatial resolution of uranium as a predictor (10 km *
10 km) is not sufficient and/or the information in the uraniumdata is al-
ready provided by the geological data. Some of the predictors are highly
correlated (e.g., seasonal patterns of temperature or precipitation)
which results in these cases in an exchangeability (e.g., spring tempera-
ture instead of autumn temperature) of the predictors which would
have only a marginal effect on predictive performance.

The estimated relative uncertainty of GRP predictions coincides to
some extent with the respective sampling density, therefore, future
sampling campaigns should focus on these under-sampled areas to es-
tablish a more stable predictor-response relationship. Nonetheless, cer-
tain areas with low sampling density exhibit a noticeable low relative
uncertainty such as parts of the north-eastern German Lowland. This
characteristic reflectsmost likely the relatively low spatial geogenic het-
erogeneity in these areas yielding a more stable predictor-response
relationship.

In comparison to previous attempts (Bossew, 2015; Kemski et al.,
2001) the RF derived GRP map has a much higher spatial resolution.
The general pattern with higher GRP in themajority of the Central Ger-
manUplands and lower GRP in northern Germany is - to a large extent -
in accordance. However, the effect of the higher spatial resolution and
higher mapping accuracy reveals more details on geological and land-
scape structures. Hence, the RF basedmap draws a spatiallymore differ-
entiated picture allowing a more precise delineation of high GRP areas.

5.3. Modelling strategy

The spatial cross-validation procedure applied in this study is ex-
pected to reduce the effect of spatial auto-correlation in predictor and
response data on the model building process. Consequently, predictor
selection, hyperparameter tuning and performance assessment can be
assumed to be more reliable compared to a random or stratified cross-
validation procedure. However, a critical choice remains the definition
of the size for the spatial blocks (40 km in this study) as discussed in
Roberts et al. (2017). Anyway, independently from the size of the blocks
it is always possible that data points from neighboring blocks belonging
to different folds are within a spatial distance smaller than the correla-
tion length of response and/or predictor data.

The existence of spatial structure in the residuals of the RF model
might encourage to conduct an additional modelling step on top of
the RF model by adding the interpolated residuals (e.g., using kriging)
to the RF estimates. In this study, we deliberately rejected this approach,
known as regression kriging, because (1) it would impede model inter-
pretability, i.e. the insight gained from variable importance as well as
partial and spatial dependence plots would be diluted, and (2) it
might give a probable disproportionately high weight to individual ob-
servations, which is critical due to the assumed high site characteriza-
tion uncertainty. This applies particularly to regions with low
sampling density where a single unrepresentative measurement could
unjustifiably increase/decrease the GRP estimate over the whole corre-
lation length.

5.4. Outlook

Further improvementswill be presumably achieved by implementa-
tion of more field data and additional predictor data (e.g., a higher re-
solved geological map). From a methodological point of view the
effect of block size during spatial cross-validation, the effect of
14
alternative objective functions duringmodel building, e.g. minimization
of RMSE or RMSLE instead of r2, and otherML algorithms require further
investigation. Regarding ML algorithms gradient boosting machines
(Janik et al., 2018) and deep learning neural networks (Behrens et al.,
2018) seem particularly promising alternatives. Moreover, techniques
such as model averaging (Nussbaum et al., 2018) and model stacking
(Taghizadeh-Mehrjardi et al., 2020) have shown that they can outper-
form individual ML algorithms.

Finally, it need to be stated that the GRP map pictures the average
situation what earth delivers in terms of Rn. However, the GRP is not
intended to provide a definite site assessment for an individual house
in terms of its indoor Rn situation. This is not only a consequence of
the high small-scale variability of geogenic factors but also of the depen-
dence of indoor Rn on anthropogenic factors (e.g., building type, resi-
dent behavior). Consequently, the Rn concentration of an individual
house can only be determined by an indoor Rn measurement.

6. Conclusion

In this study, three ML algorithms were compared regarding their
performance for predicting the GRP for Germany. Model building was
done using a spatial cross-validation using spatial blocks for fold crea-
tion which is believed to have minimized dependence of training and
test data. The best results were clearly achieved by RF providing the
best predictive accuracy (highest r2, lowest RMSE and RRSE), the lowest
scatter in the predictions and, in addition, the lowest magnitude of spa-
tial structure in the model residuals.

The GRP map based on RF utilizes ten predictors which reflect geol-
ogy, climate (winter temperature, summer precipitation, spring precip-
itation andwinter soil moisture), soil hydraulic (parameter alpha of the
hydraulic conductivity curve), soil physical (field capacity, coarse frac-
tion) and soil chemical properties (potassium, nitrogen). The map has
a spatial resolution of 1 km*1 km. Calculations of the variable impor-
tance have shown the dominant impact of geology but still significant
contributions of the other predictors. Partial and spatial dependence
plots have revealed further valuable insights into the quantitative
predictor-response relationship. A comparison with the current Ger-
man GRP map (Bossew, 2015) indicated a better mapping accuracy of
the RF based approach using independent test data (n = 1359). How-
ever, this preliminary conclusion would be further supported with test
data from other parts of the country.

This study is intended to provide a machine learning based model-
ling framework for GRP mapping rather than to present a “final” GRP
map for Germany. Additional observational and predictor data as well
as methodological progress are expected to further improve this map.
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Appendix A
Table 2

Stratigraphical and lithological description and summary statistics of the classified geological units.
ID
2
2
2
2
2
2
3

4
5
5
5
5
5

5
5
5
7
7
7
7
7
7
8
8
8
9

9
9
9

Stratigraphy
 Lithology (genesis)
15
25%
ile
Mean
 75%
ile
Max
 n
21
 Proterozoic - Upper Paleozoic
 Slate, quartzite, sandstone, phyllitic schist, greywacke
 16.4
 41.8
 51.1
 360.0
 136

40
 Devonian
 Slate, sand stone, greywacke, quartzite, limestone
 12.2
 25.0
 31.1
 293.0
 405

51
 Carboniferous
 Greywacke, slate, Plattenkalk, siliceous limestone, alum shale
 17.8
 44.2
 42.9
 811.2
 138

52
 Carboniferous
 Quartzite, greywacke, clayey shale
 15.2
 24.5
 28.2
 100.0
 97

61
 Permian
 shale clay, sand stone, conglomerate, black coal, porphyric breccia, tuff
 8.6
 25.3
 35.3
 167.1
 160

62
 Permian - Lower carboniferous
 Dolomite, clay stone, limestone, olisthostrome
 17.2
 38.0
 54.6
 94.6
 49

00
 Triassic, Jurassic, Cretaceous, Upper

Carboniferous

Clastic and evaporitic sedimentary rock
 7.1
 18.6
 24.0
 237.6
 850
00
 Tertiary
 Sand, clay, marl, occasional conglomerate, etc.
 8.3
 20.8
 27.8
 96.9
 131

22
 Quaternary (Elster-Saale)
 Sand and gravel (periglacial-fluviatile)
 6.2
 13.3
 17.1
 48.5
 117

23
 Quaternary (Elster-Saale)
 Silt, clay, sand, gravel and stones (ground-, terminal moraine)
 6.5
 15.4
 18.5
 95.0
 110

40
 Quaternary (Weichsel)
 Sand and gravel (periglacial-fluviatile)
 5.7
 13.4
 14.9
 119.1
 171

45
 Quaternary (Weichsel)
 Silt, clay, sand, gravel and stones (ground-, terminal moraine)
 9.1
 20.5
 27.2
 152.6
 253

53
 Quaternary (Würm-Riss) -only southern

Germany

Sand and gravel (periglacial-fluviatile)
 22.8
 37.2
 42.7
 105.0
 82
61
 Quaternary (holocene)
 Sand, gravel, rubble (fluviatile-limnic)
 10.5
 26.8
 36.9
 215.9
 125

65
 Quaternary (holocene)
 Sand, dunes (perimarine or aeolian); peat
 2.9
 10.7
 14.2
 58.5
 42

81
 Quaternary
 Limestone, dolomite, marl, sand, gravel (derived from triassic source)
 21.1
 46.1
 70.1
 165.7
 26

20
 Upper Proterozoic - Middle Paleozoic
 Phyllite, quartzite, serizite
 29.0
 60.5
 70.4
 915.0
 145

30
 Upper Proterozoic - Cambrian
 Mica schist
 18.3
 46.9
 56.0
 273.3
 101

40
 Upper Proterozoic - Devonian
 Medium-high metamorphic (e.g., amphibolite, gneiss, mylonite, hornfels)
 14.5
 23.7
 29.2
 105.5
 74

50
 Upper Proterozoic - Lower Paleozoic
 Paragneiss
 17.1
 43.6
 54.3
 659.2
 317

60
 Upper Proterozoic - Paleozoic
 High metamorphic (e.g., migmatite, diatexite, palite, granulite)
 6.1
 25.9
 44.0
 108.5
 56

70
 Proterozoic - Paleozoic
 High metamorphic (e.g., orthogneiss, gneiss-anatexit)
 25.2
 57.2
 71.7
 338.9
 110

10
 Carboniferous - Permian (Rotliegend)
 Felsic vulcanite (rhyolite)
 10.5
 48.0
 73.4
 199.5
 57

61
 Paleozoic - Lower Carboniferous
 Mafic vulcanite (e.g., spilite, basalt, diabase, trachyte)
 8.7
 25.3
 29.3
 139.0
 47

67
 Tertiary - Quaternary
 Mafic vulcanite (e.g., alkaline basalt, basanite, tephrite, nephelinite, tholeiitic)
 10.5
 34.1
 39.0
 232.0
 61

00
 Carboniferous - Permian (Rotliegend)
 Mafic vulcanite + plutonite (e.g., andesite, latite, dacite and basalt, diorite,

gabbro)

19.0
 49.4
 56.0
 425.4
 54
11
 Upper Devonian - Carboniferous
 Felsic plutonite (granite)
 23.2
 73.7
 96.5
 1027.9
 307

12
 Carboniferous - Permian (Rotliegend)
 Felsic plutonite (granite)
 28.7
 127.0
 169.4
 1132.3
 148

30
 Upper Proterozoic - Paleozoic
 Intermediate-felsic plutonite (granodiorite, monzogranite;

meta-granodiorite)

13.8
 90.5
 64.8
 1193.9
 28
70
 Upper Proterozoic
 Mylonite, Ultramylonite
 26.0
 53.0
 57.6
 207.2
 47
9
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Fig. 12. Informative predictors in the random forest model.
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